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a b s t r a c t

An analytical theory utilizing exponential asymptotics is presented for one-dimensional gap solitons that
bifurcate from edges of Bloch bands in the presence of a general periodic potential. It is shown that
two soliton families bifurcate out from every Bloch-band edge under self-focusing or self-defocusing
nonlinearity, and an asymptotic expression for the eigenvalues associatedwith the linear stability of these
solitons is derived. The locations of these solitons relative to the underlying potential are determined
from a certain recurrence relation, that contains information beyond all orders of the usual perturbation
expansion in powers of the soliton amplitude. Moreover, this same recurrence relation decides which of
the two soliton families is unstable. The analytical predictions for the stability eigenvalues are in excellent
agreement with numerical results.

© 2011 Elsevier B.V. All rights reserved.
1. Introduction

Nonlinear wave propagation in periodic media is a fascinat-
ing subject that is currently at the forefront of research in optics,
Bose–Einstein condensates and applied mathematics [1–6]. Due to
periodicity of the media, the linear wave spectrum features Bloch
bands and bandgaps. In addition, the curvature of the dispersion
(or diffraction) surface can be positive as well as negative at dif-
ferent band edges, implying that wave localization can occur un-
der either self-focusing or self-defocusing nonlinearity. This wave
localization leads to the formation of static solitary waves, often
referred to as gap solitons, inside the bandgaps of the periodic
media. So far, a wide variety of gap solitons have been reported
both theoretically and experimentally in symmetric (mostly sinu-
soidal) periodic potentials. These solitons can be divided into two
groups, depending on whether or not they bifurcate from edges of
Bloch bands. In one dimension (1D), two families of gap solitons,
namely on-site and off-site solitons, bifurcate out from every edge
of a Bloch band under self-focusing or self-defocusing nonlinear-
ity [6–11]. On-site solitons are the ones whose centers are located
at the minima of the sinusoidal potential (these minima are of-
ten called lattice sites), while off-site solitons are the ones whose
centers are located halfway between lattice sites. In two dimen-
sions (2D), at least four families of gap solitons, one on-site and
the other three off-site, bifurcate out from every edge of a Bloch
band under self-focusing or self-defocusing nonlinearity [12–16].
Moreover, there also exist many other gap solitons which do
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not bifurcate from band edges. Notable examples include vortex
solitons [17–24], truncated-Bloch-wave solitons [25–27], certain
types of dipole solitons [6,9,28], and most arbitrary-shaped soli-
tons [6]. Since these solitons do not bifurcate from band edges,
their power curves exhibit multiple branches [6,23,27,28].

The stability of gap solitons is an important issue that has also
attracted attention in recent years. In 1D, the linear stability of
gap solitons that bifurcate from band edges was analyzed in [10].
Specifically, an analytical formula was derived for a small eigen-
value that bifurcates out from zero when a gap soliton bifurcates
out from a band edge. According to this formula, near band edges
in a symmetric sinusoidal potential, on-site solitons are linearly
stable, while off-site solitons are linearly unstable, in qualitative
agreementwith numerical results. In addition, this formula reveals
that the unstable eigenvalue is exponentially small with respect
to the soliton amplitude. However, no quantitative comparison of
the analytical eigenvalue expression against numerical results was
made in [10].

In 2D, the linear stability of gap solitons that bifurcate from
band edges in symmetric sinusoidal potentials was investigated
in [29]. Through asymptotic calculations, an analytical formulawas
derived for a small eigenvaluewhich bifurcates out fromzerowhen
the gap soliton bifurcates out froma band edge (this eigenvalue has
no counterpart in 1D). It turns out that this eigenvalue is unstable
if the slope of the power curve has the opposite sign of nonlinear-
ity (the self-focusing nonlinearity is said to have positive sign, and
self-defocusing nonlinearity to have negative sign). This result gen-
eralizes the classical Vakhitov–Kolokolov stability criterion to sign-
indefinite solitons [2,6,30], and brings out the critical role that the
sign of nonlinearity plays in the stability of gap solitons in general.
Quantitatively, the eigenvalue formula derived in [29] reveals that
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the instability growth rate in 2D is algebraically small, rather than
exponentially small, with respect to the soliton amplitude. Numer-
ical computations [29] of power curves indicate that the slope of
the power curve near band edges always has the opposite sign of
nonlinearity, thus all 2D gap solitons near band edges are linearly
unstable. Detailed quantitative comparison between the analyti-
cal eigenvalue formula and numerical eigenvalues was also per-
formed in [29], and excellent agreement was obtained; hence the
analytical eigenvalue formula for two dimensions was fully con-
firmed. Away from band edges, on-site 2D solitons could become
stable, but off-site 2D solitons remain unstable due to additional
symmetry-breaking instabilities [29].

In this paper, we revisit the problem of 1D gap solitons that
bifurcate from band edges, and their linear stability properties,
in a periodic potential. The original motivation for this work
comes from the fact that the previous analytical calculation of the
stability eigenvalues of gap solitons near band edges [10] is flawed.
Specifically, in that work, the eigenvalue was given in terms of the
derivative of the Melnikov function M(x0) ≡


∞

−∞
V ′(x)ψ2(x)dx,

where V (x) is the periodic potential, and x0 is the position of
the peak of the envelope of Bloch-wave packet solution ψ(x).
The Melnikov function was then approximated using for ψ(x)
the leading-order term of the usual perturbation expansion in
powers of the soliton amplitude ϵ near the band edge. However,
it is straightforward to check that all higher-order terms in the
perturbation series of ψ(x) make contributions to M(x0) which
are of the same order of magnitude in ϵ as the first term used for
the eigenvalue formula presented in [10]. Consequently, ignoring
these additional contributions not only would yield quantitatively
inaccurate results for the stability eigenvalues, but also could
conceivably alter the signs of these eigenvalues, thus leading to
an erroneous stability result. One might potentially salvage the
stability analysis in [10] by attempting to sumup the contributions
toM(x0) fromall higher-order terms in the perturbation expansion
of ψ(x), but the algebra involved seems formidable.

Apart from handling the difficulty mentioned above, the main
goal of the present study is to provide a theoretical analysis for
gap solitons and their stability in a general periodic potential. In
all previous studies, the periodic potential was assumed to be
symmetric (and mostly sinusoidal) [6,9,10,27]. In those special
cases, the locations of gap solitons relative to the underlying
potential are easy to obtain (see [6,10] and later text), but there
is no simple criterion for determining these locations when the
potential is no longer symmetric. In addition, there is recent
interest in time-dependent periodic potentials [31] and aperiodic
potentials [32,33], and our effort may serve as a natural bridge
to studying nonlinear wave phenomena in those more general
settings.

In the present paper, we develop an analytical method for
determining the positions of 1D gap solitons and their linear-
stability eigenvalues near band edges in the presence of a general
periodic potential. For this purpose, in line with numerical
evidence that the stability eigenvalues near band edges are
exponentially small with respect to the soliton amplitude (as was
realized in [10]), we utilize techniques of exponential asymptotics.
The approach taken here parallels that in [34,35] for determining
the envelope positions and linear stability properties of elevation
and depression waves in the fifth-order KdV equation. We shall
show that, in the presence of general periodic potentials, two
families of gap solitons also bifurcate out from every Bloch-band
edge under self-focusing or self-defocusing nonlinearity. However,
the locations of these solitons relative to the underlying potential
need to be determined from a certain recurrence relation, which
contains information beyond all orders of the usual perturbation
expansion in powers of the soliton amplitude. Moreover, based
on this recurrence relation, we shall derive an asymptotic formula
for the linear-stability eigenvalues. These eigenvalues are indeed
exponentially small. In addition, one of the two soliton families is
always stable and the other one unstable. Quantitative comparison
between this eigenvalue formula and numerical results is also
performed, and excellent agreement is obtained.

As mentioned earlier, our theoretical approach follows along
the lines of the exponential asymptotics technique in the
wavenumber domain developed in [34,35] for the study of solitary
wave packets in the fifth-order KdV equation. However, in the
earlier work, some subtle issues were not addressed, especially
regarding the validity of the solution to an integral equation, which
plays an important part in this exponential asymptotics procedure.
Interestingly enough, the same integral equation appears in our
exponential asymptotics calculation for gap solitons as well, and
we shall show that the solution to this integral equation given
in [34] is valid only in certain regions of the complex plane.
This finding has important consequences when one performs
the inverse Fourier transform to obtain the physical solution.
In addition, the approach taken here bypasses certain nontrivial
calculations of [34], thus simplifying and streamlining the overall
theoretical treatment.

2. Bloch-wave packets near band edges

We study the nonlinear Schrödinger equation with a general
periodic potential V (x),

iΨt + Ψxx − V (x)Ψ + σ |Ψ |
2Ψ = 0, (2.1)

where σ = ±1 denotes the sign of nonlinearity; when σ = 1, the
nonlinearity is self-focusing, and when σ = −1, the nonlinearity
is self-defocusing. In addition, the period of the potential V (x) is
taken to be equal to π without any loss of generality.

Solitary waves in Eq. (2.1) are sought in the form

Ψ (x, t) = ψ(x)e−iµt , (2.2)

where µ is the propagation constant, and the amplitude function
ψ(x) is real-valued and solves the ordinary differential equation

ψxx − V (x)ψ + µψ + σψ3
= 0. (2.3)

When ψ(x) is infinitesimal, Eq. (2.3) reduces to the linear
Schrödinger equation

ψxx − V (x)ψ + µψ = 0. (2.4)

By the Bloch–Floquet theorem, solutions to this linear equation can
be sought in the form of Bloch modes

p(x;µ) = eikxp̃(x;µ), (2.5)

where p̃(x;µ) is periodic with the same period π as the potential
V (x), µ = µ(k) is the dispersion relation, and −1 ≤ k ≤ 1 is the
first Brillouin zone. The values of µ(k) form Bloch bands, where k
is real and the Bloch modes (2.5) propagate, and these bands are
separated by stop bands, or gaps, where k turns out to be complex,
implying evanescent behavior. At a band edge µ0, k = 0 or ±1,
thus the Bloch mode p(x;µ0) is periodic with period π or 2π [5].
In addition, p(x;µ0) is real-valued.

When ψ(x) is not infinitesimal, solitary waves can bifurcate
out from band edges into bandgaps, and these waves are called
gap solitons in the literature. Near band edges, gap solitons are
low-amplitude slowly varying Bloch-wave packets and can be
determined by the multiscale perturbation method. Specifically,
we expand ψ(x) into a multiscale perturbation series,

ψ = ϵψ0 + ϵ2ψ1 + ϵ3ψ2 + · · · , (2.6)

µ = µ0 + ηϵ2, (2.7)
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where

ψ0 = A(X)p(x) (2.8)

is a Bloch-wave packet, p(x) ≡ p(x;µ0) is the Bloch wave at edge
µ0, η = ±1, ϵ ≪ 1, and X = ϵx is the slow variable of the
envelope function A(X). Notice that ϵ2 is the distance between the
propagation constant µ and the band edge µ0, and ϵ also is an
amplitude parameter of the gap soliton.

Substituting the above expansions into Eq. (2.3) and solving the
resulting linear equations for ψn, we obtain [5,10]

ψ(x; X) = ϵA(X)p(x)+ ϵ2A′(X)ν(x)+ · · · , (2.9)

where ν(x) is a generalized Bloch function and solves

νxx + [µ0 − V (x)]ν = −2px, (2.10)

and the envelope function A(X) satisfies the steady NLS equation

D
d2A
dX2

+ ηA + σαA3
= 0, (2.11)

with

D =
1
2
d2µ

dk2


µ=µ0

, α =

 2π
o p4(x)dx 2π
o p2(x)dx

> 0. (2.12)

It is noted that since p(x) is a homogeneous solution of (2.10),
the solution ν(x) to the inhomogeneous equation (2.10) is not
unique, and one may add a term ζp(x), where ζ is a free constant.
Returning to the expansion (2.9), we can see that adding ζp(x) to
ν(x) amounts to a shift in theposition of the envelopeA(X). In order
to fix the location of the envelope A(X), we require that ν(x) be
orthogonal to p(x),∫ 2π

0
p(x)ν(x)dx = 0. (2.13)

This orthogonality requirement uniquely determines the solution
ν(x). If the potential V (x) is symmetric, then p(x) is either
symmetric or antisymmetric. In this case, ν(x) would have
the opposite symmetry of p(x) under the above orthogonality
condition.

When sgn(σ ) = sgn(D) = −sgn(η), the soliton solution of the
envelope Eq. (2.11) is

A(X) = a sech
X − X0

β
, (2.14)

where

a =

2/α, β =


|D|, (2.15)

and X0 = ϵx0 is the position of the peak of the soliton’s envelope
A(X). Belowwe shall refer to x0 as the position of the soliton. Since
the envelope Eq. (2.11) is translation-invariant, A(X) would be a
solution of this equation for any value of the parameter x0. Note
also that, since sgn(D) = −sgn(η), it follows from Eq. (2.7) and
the definition ofD in (2.12) that the propagation constantµ always
lies inside the bandgap, thus the resulting soliton is always a gap
soliton.

Pursuing the above perturbation expansion to higher orders,
it is straightforward to show that, for any soliton position x0, a
localized solution ψn(n ≥ 2) in Eq. (2.6) can always be found.
This seems to suggest that gap solitons of Eq. (2.3) can be located
at arbitrary positions x0 relative to the underlying potential.
However, as the periodic potential in Eq. (2.3) breaks the
translational invariance, it would appear unlikely that the gap
soliton can be freely placed regardless of the periodic potential.
This suspicion turns out to be correct. Indeed, itwas realized in [10]
that a true gap soliton ψ(x; x0) in Eq. (2.3), with x0 being the
soliton’s position, must also satisfy

M(x0) ≡

∫
∞

−∞

V ′(x)ψ2(x; x0)dx = 0, (2.16)

where M(x0) was called the Melnikov function in [10]. This
constraint can be readily obtained by multiplying Eq. (2.3) withψx
and then integrating with respect to x. Inserting the perturbation
series (2.9) into (2.16), one can see that M(x0) is exponentially
small in ϵ, thus this constraint is not visible in the above
perturbation series solution.

Approximating the perturbation series solution (2.9) by its
leading-order term ϵψ0 in the Melnikov integral, it was concluded
in [10] that the constraint (2.16) could only be satisfied for two
values of x0 in each period of the potential V (x). For the sin2 x
potential, in particular, x0 is either 0 or π/2, corresponding to
on-site and off-site solitons, respectively. However, what was not
realized in [10] is that all higher-order terms in the perturbation
series (2.9) make contributions of the same order of magnitude
in ϵ to the Melnikov function M(x0)—a fact which can be readily
verified by straightforward calculations. For symmetricπ-periodic
potentials, all contributions to theMelnikov integral in (2.16) from
the perturbation series (2.9) happen to be zero when x0 = 0
or π/2; hence, the constraint (2.16) is indeed satisfied at these
two x0 positions [6]. On the other hand, for periodic potentials
that are not symmetric, computing the Melnikov function M(x0)
based on the leading-order term ϵψ0 for ψ alone would give
the wrong locations x0 of gap solitons. If one attempts to collect
contributions to the Melnikov function M(x0) from all higher-
order terms in the perturbation series (2.9), the algebra involved
quickly becomes formidable. In view of these difficulties, we shall
develop a different analytical method to calculate the locations
of gap solitons that is applicable not only for symmetric periodic
potentials but also for general periodic potentials. It will be shown
that locations of these solitons, in general, are determined from
a certain recurrence relation that contains information beyond all
orders of the perturbation expansion in powers of ϵ.

3. Growing tails of exponentially small amplitude

In this section, we consider the stationary NLS Eq. (2.3) with
a general π-periodic potential, and show that true gap solitons
exist only at two locations x0 which are determined from a
certain recurrence relation. Our strategy is to examine solutions of
Eq. (2.3) which are decaying at x → −∞ (upstream), and show
that these solutions would develop growing tails with amplitude
proportional to sin(2x0 − θ) for x ≫ 1/ϵ (downstream), where
θ is a constant which will be specified. It would then become
obvious that these solutions are localized (i.e., are true gap solitons)
only when x0 = θ/2 and (θ + π)/2, and are nonlocal for all
other values of x0. These growing tails turn out to be exponentially
small in ϵ, consistent with the fact that they are not present in the
perturbation series solution (2.9) at any power of ϵ. Calculation
of these exponentially small, but growing, tails is crucial not
only for determining the positions of gap solitons, but also for
computing the linear-stability eigenvalues of gap solitons (see
Section 4). The approach taken here is based on the exponential
asymptotics technique in the wavenumber domain developed
in [34] for computing the growing tails of solitary wave-packet
solutions of the fifth-order KdV equation. Along the way, we will
also clarify some subtle issues in this exponential asymptotics
method and simplify its steps.

Letψ(x, X) be the perturbation series solution of Eq. (2.3) given
by Eq. (2.9). We require that this solution be decaying upstream
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(x → −∞). Then, from the leading-order term in (2.9), the up-
stream asymptotic behavior is

ψ ∼ 2ϵae(X−X0)/βp(x), x → −∞. (3.1)

We will show that this solution downstream (x ≫ 1/ϵ) develops
growing tails of exponentially small amplitude, and the down-
stream asymptotic behavior takes the form

ψ ∼ 2ϵae−(X−X0)/βp(x)+ He(X−X0)/βp(x), x ≫ 1/ϵ. (3.2)

Here H(ϵ, x0) denotes the amplitude of the growing tail, which
is exponentially small in ϵ, and it vanishes at two locations x0
where gap solitons result (the expression for H will be given in
Eq. (3.41)). The reason for the presence of this growing tail is
that when ψ ≪ 1, the nonlinear equation (2.3) reduces to the
linear equation (2.4) with periodic coefficients. Since µ lies inside
the bandgap, according to Bloch–Floquet theory, Eq. (2.4) has two
linearly independent solutions, one proportional to e−X/βp(x), and
the other one proportional eX/βp(x). If we demand the solution to
the nonlinear Eq. (2.3) to contain only the decaying mode eX/βp(x)
upstream (x → −∞), then the solution downstream (x ≫ 1/ϵ)
would, in general, comprise both the decayingmode e−X/βp(x) and
the growing mode eX/βp(x) as indicated in (3.2). The calculation of
the amplitude H of the growing tail in (3.2) is the key step of the
present study.

To this end, we first introduce the Fourier transform of the
solution ψ(x, X)with respect to the slow variable X ,

ψ(x, K) =
1
2π

∫
∞

−∞

ψ(x, X)e−iKXdX . (3.3)

Since we anticipate an exponentially growing tail of the form (3.2)
in the solutionψ(x, X), this Fourier transform should not be taken
for real wavenumbers K (where the integral in (3.3) does not
converge). Instead, K should be complexwith imaginary part equal
to −1/β , so that the integrand in (3.3) is bounded as X → ±∞.
We shall come back to this point later in this section.

Inserting the perturbation series solution (2.9) into the Fourier
transform (3.3), we get

ψ(x, K) =
aβ
2
ϵe−iKX0sech

π
2
βK


[p(x)+ iϵKν(x)+ · · ·]. (3.4)

The perturbation series (3.4) in the wavenumber domain is
disordered when κ ≡ ϵK = O(1), thus it is replaced by the
uniformly valid expression

ψ(x, K) = ϵe−iKX0sech
π
2
βK


U(x, κ), (3.5)

where

U(x, κ) =
aβ
2

[p(x)+ iκν(x)+ · · ·] (κ ≪ 1). (3.6)

Below, we will show that the function U(x, κ) has simple-pole
singularities of exponentially small residue at κ ≈ ±2; these
singularities then lead to a growing tail of exponentially small
amplitude in the physical domain. Thus the main goal is to
determine the local behavior of U(x, κ) near these singularities.

We now derive the equation governing the function U(x, κ).
Inserting the two-scale solution ψ(x, X) into Eq. (2.3), we get

ψxx + 2ϵψxX + ϵ2ψXX − V (x)ψ + µψ + σψ3
= 0. (3.7)

Here the derivative to x is with respect to the fast variable x in ψ
only. Taking the Fourier transform of this equation with respect
to the slow variable X (as in (3.3)), the transformed equation forψ(x, K) isψxx + 2iκψx + [µ− κ2

− V (x)]ψ + σψ3 = 0. (3.8)
Substituting the expression (3.5) into this equation, we find that
U(x, κ) satisfies the equation

Uxx + 2iκUx + [µ− κ2
− V (x)]U + σ cosh

πβκ

2ϵ

×

∫
∞

−∞

dλ
U(x, κ − λ)

cosh πβ(κ−λ)

2ϵ

∫
∞

−∞

dρ
U(x, λ− ρ)U(x, ρ)

cosh πβ(λ−ρ)

2ϵ cosh πβρ

2ϵ

= 0. (3.9)

This integral equation for U(x, κ) is central to the ensuing analysis.

3.1. The recurrence relation

We first focus on U(x, κ) for κ = O(1), but away from possible
singularities (i.e., −2 < κ < 2, since the dominant singularities
will be shown to appear at κ ≈ ±2). In the limit of ϵ → 0, the
main contribution to the double integral in Eq. (3.9) then comes
from the region of 0 < λ < κ, 0 < ρ < λ when κ > 0 and
κ < λ < 0, λ < ρ < 0 when κ < 0; otherwise the integral is
exponentially small in ϵ due to the hyperbolic functions. In these
regions,

cosh
πβ(λ− ρ)

2ϵ
cosh

πβρ

2ϵ
≈

1
2
cosh

πβλ

2ϵ
, (3.10a)

cosh
πβ(κ − λ)

2ϵ
cosh

πβλ

2ϵ
≈

1
2
cosh

πβκ

2ϵ
, (3.10b)

thus the integral equation (3.9) reduces to

Uxx + 2iκUx + [µ− κ2
− V (x)]U + 4σ

×

∫ κ

0
dλU(x, κ − λ)

∫ λ

0
dρU(x, λ− ρ)U(x, ρ) = 0. (3.11)

The difference between this simplified integral equation and
(3.9) is exponentially small in ϵ. Thus the solution U(x, κ) to
this reduced Eq. (3.11), when combined with Eq. (3.5), furnishes
precisely the Fourier transform of the power series solution (2.9).
However, Eq. (3.11) is not easy to solve since its solution U(x, κ)
also depends on ϵ due to the relationµ = µ0 + ηϵ2 (see Eq. (2.7)).
That is, the solution to Eq. (3.11) is U = U(x, κ; ϵ). An equivalent
difficulty is that terms in the perturbation series solution (2.9)
become harder to obtain at higher powers of ϵ. To overcome this
difficulty, we approximateµ in (3.11) by its leading-order termµ0
and get a further reduced integral equation

Uxx + 2iκUx + [µ0 − κ2
− V (x)]U + 4σ

∫ κ

0
dλU(x, κ − λ)

×

∫ λ

0
dρU(x, λ− ρ)U(x, ρ) = 0. (3.12)

This integral equation does not depend on ϵ, thus its solution is a
function of x and κ only, i.e., U = U(x, κ). Notice that this U(x, κ)
solution to (3.12) is equal to the U(x, κ; ϵ) solution to (3.11) with
ϵ set to zero, i.e., U(x, κ) = U(x, κ; 0). The difference between
solutionsU(x, κ) andU(x, κ; ϵ) of (3.11) and (3.12) isO(ϵ2), which
is subdominant and can be neglected.

The solution to the reduced integral equation (3.12) is now
expanded into a power series in κ ,

U(x, κ) =
aβ
2

∞−
n=0

Un(x)κn, (3.13)

with

U0 = p(x), U1 = iν(x), . . . , (3.14)

in view of (3.6). Substituting Eq. (3.13) into (3.12), we obtain the
following recurrence equation for Un(x),
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d2Un+2

dx2
+ [µ0 − V (x)]Un+2

= Un − 2i
dUn+1

dx
− σa2β2

n−
m=0

Un−m
(n − m)!
(n + 2)!

×

m−
r=0

Um−rUr(m − r)!r!, (3.15)

where n = 0, 1, 2, . . . . The asymptotic behavior of functions
Un(x) for n ≫ 1 plays an important role in our analysis. This
behavior is not easy to obtain directly from the above recurrence
relation, but it can be deduced alternatively from local analysis
near singularities of U(x, κ) (see below).

We should point out that the reduced integral equation (3.12)
and its solution (3.13) are not valid near singularities of U(x, κ).
The correct behavior there should be derived separately from the
original integral equation (3.9) (see the next subsection). On the
other hand, the solution (3.13) to the reduced integral equation
(3.12) must smoothly merge with the solution of the exact integral
equation (3.9) in the vicinity of each singularity. Thismatchingwill
yield the asymptotic behavior of the recurrence relation (3.15) for
n ≫ 1, and thereby the residues of the pole singularities of U(x, κ)
will be determined.

3.2. Behavior near singularities

Now we examine the singularities in the solution U(x, κ; ϵ) to
the exact integral equation (3.9). This solution depends on ϵ aswell
as on (x, κ), but we shall denote it as U(x, κ) for simplicity.

First, we determine the locations of these singularities.
Singularities are expected to occur near values of κ = κ0 where
the linear part of Eq. (3.9) is zero, i.e.,

U (0)xx + 2iκ0U (0)x + [µ0 − κ2
0 − V (x)]U (0) = 0. (3.16)

Writing U (0)(x) = e−iκ0xU (0)(x), we find that U (0)(x) satisfies the
equationU (0)xx + [µ0 − V (x)]U (0) = 0, (3.17)

whose solution isU (0)(x) = p(x), hence U (0)(x) = e−iκ0xp(x). Since
the spatial period of the solution U (0)(x) should match that of the
solution (3.6), U (0)(x) and p(x) should have the same periodicity.
The period of p(x) is either π or 2π , depending on whether the
band edge is located at k = 0 or k = ±1 in the Brillouin
zone. When p(x) is π-periodic, it follows from (2.5) that p(x) =

p̃(x;µ0). Therefore, in order for U (0)(x) = e−iκ0xp̃(x;µ0) to be π-
periodic, κ0 = ±2. When p(x) is 2π-periodic, p(x) = e±ixp̃(x;µ0).
Then, in order for U (0)(x) = e−i(κ0∓1)xp̃(x;µ0) to be 2π-periodic,
κ0 = ±2 as well. Note that the solution U(x, κ) can also have
singularities near higher even integers κ0 = ±4,±6, . . . , but
those singularities are weaker and are thus unnecessary to pursue.
In the following, to avoid ambiguity, we set

κ0 = 2. (3.18)

Then the dominant singularities of the solution U(x, κ) occur near
κ = ±κ0.

Next, we determine the behavior of the solution U(x, κ) near
these singularities. For this purpose,we introduce the ‘‘inner’’wave
number

ξ =
κ − κ0

ϵ
, (3.19)

that is, κ = κ0 + ϵξ . We also expand the solution U(x, κ) near
κ = κ0 as

U(x, ξ) =
e−iκ0x

ϵ4
{Φ0(ξ)p(x)+ iϵΦ1(ξ)ν(x)

+ ϵ2Φ2(ξ)f (x)+ · · ·}, (3.20)
where ξ = O(1). Here the fact that U = O(ϵ−4) is dictated by
the O(1/ξ 4) decay of function Φ0(ξ) at large ξ (see Eq. (A.11) in
Appendix A).

When κ ∼ κ0, the dominant contribution to the double integral
in Eq. (3.9) comes from the region λ ∼ 0, ρ ∼ 0, and the regions
λ ∼ κ, ρ ∼ 0 or ρ ∼ κ . This dominant contribution can be
calculated by using the leading-order term of the solution (3.20)
near the singularity κ ∼ κ0 as well as the leading-order term
of the solution (3.13) near κ = 0. Specifically, in the region of
λ ∼ 0, ρ ∼ 0,

cosh
πβκ

2ϵ
≈

1
2
eπβκ/2ϵ, cosh

πβ(κ − λ)

2ϵ
≈

1
2
eπβ(κ−λ)/2ϵ,

U(x, λ− ρ)U(x, ρ) ≈
1
4
a2β2p2(x). (3.21)

Then, using scaled variables ω = λ/ϵ, y = ρ/ϵ, the leading-order
term of Eq. (3.20) as well as the formula∫

∞

−∞

sech(ω − y) sechydy = 2ω cschω, (3.22)

the contribution to the double integral in Eq. (3.9) from this region
is

σa2β2

2ϵ2
e−iκ0xp3(x)

∫
∞

−∞

ωeπβω/2csch
πβω

2
Φ0(ξ − ω)dω. (3.23)

Turning next to the region λ ∼ κ and ρ ∼ 0, through variable
transformations λ̂ = κ − λ, ρ̂ = ρ + λ̂ and exchange of order
of integration, we find that the contribution to the double integral
from this region is identical to (3.23). Likewise, the contribution
from the region of λ ∼ κ and ρ ∼ κ is identical to (3.23) as well.
Thus, under the change of variables

U(x, κ) = e−iκ0xU(x, κ), (3.24)

Eq. (3.9) then reduces toUxx + [µ− V (x)]U + 2iϵξUx − ϵ2ξ 2U
+

3
2ϵ2

σa2β2p3(x)
∫

∞

−∞

ωeπβω/2csch
πβω

2

×Φ0(ξ − ω)dω = 0. (3.25)

Substituting the proposed local behavior (3.20) into (3.25), we
find that the terms of order ϵ−4 are automatically balanced. At
order ϵ−3, we get

Φ1(ξ){νxx + [µ0 − V (x)]ν} = −2ξΦ0(ξ)px, (3.26)

hence, in view of (2.10),

Φ1(ξ) = ξΦ0(ξ). (3.27)

At order ϵ−2, the linear inhomogeneous equation for f (x) must
satisfy a solvability condition, namely the forcing term must
be orthogonal to the homogeneous solution p(x). Utilizing the
relation [5,10]∫ 2π

0
[p(x)+ 2ν ′(x)]p(x)dx = D

∫ 2π

0
p2(x)dx (3.28)

as well as the expressions of µ and α in Eqs. (2.7) and (2.12), this
solvability condition leads to the following integral equation for
Φ0(ξ),

(1 + β2ξ 2)Φ0(ξ)− 3β2

×

∫
∞

−∞

ωeπβω/2csch
πωβ

2
Φ0(ξ − ω)dω = 0. (3.29)

Under variable scalings

ξ̃ = βξ, ω = βω, Φ0 = Φ0/β
4, (3.30)
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this integral equation then becomes

(1 + ξ̃ 2)Φ0(ξ̃ )− 3
∫

∞

−∞

ωeπω/2cschπω
2

Φ0(ξ̃ − ω)dω = 0. (3.31)

Since the coefficient of Φ0(ξ̃ ) in Eq. (3.31) vanishes when ξ̃ = ±i,Φ0(ξ̃ ) is expected to have singularities at these two values of ξ̃ .
Now we need to solve the integral equation (3.31). Coinciden-

tally, this equation is equivalent to the integral equation appearing
in the exponential asymptotics analysis of wave-packet solutions
in the fifth-order KdV equation (see Eq. (5.3) in Ref. [34]). A solution
to Eq. (3.31), which turns out to be correct, was obtained in [34]
through formal calculations. However, a subtle issue that was
not clarified in [34] is whether this formal solution in fact solves
Eq. (3.31) everywhere in the complex ξ̃ -plane. In Appendix A, we
will rigorously solve the integral equation (3.31), and show that its
solution is

Φ0(ξ̃ ) =
6

1 + ξ̃ 2

∫
L±

1
sin2 s

φ(s)e−sξ̃ds, (3.32)

with

φ(s) = C


2
sin s

+
cos2 s
sin s

−
3s cos s
sin2 s


, (3.33)

where the contours L± extend from 0 to ±i∞ for Im(ξ̃ ) < 0 and
Im(ξ̃ ) > 0 respectively, and C is a constant. More importantly,
we will show that even though this function Φ0(ξ̃ ) is analytic
everywhere in the complex plane C save for the two points ξ̃ = ±i
(where it has simple-pole singularities), it satisfies the integral
equation (3.31) only outside the strip −1 < Im(ξ̃ ) < 1 in the
complex ξ̃ -plane.

The fact that the meromorphic function Φ0(ξ̃ ) satisfies the
integral equation (3.31) outside the strip |Im(ξ̃ )| < 1but not inside
it has important consequences: when we take the inverse Fourier
transform to recover the physical solution ψ(x, X), the path
of integration should be chosen outside this strip. As we will
see below, when the path of integration is chosen below this
strip, the inverse Fourier transform will give a physical solution
ψ(x, X) which decays upstream but grows downstream due to
the contribution from the pole at ξ̃ = −i; this growing tail is
precisely what we are seeking. If, on the other hand, the path of
integration is chosen above this strip, the inverse Fourier transform
will give a physical solution ψ(x, X) which decays downstream
but grows upstream. This is also a valid physical solution to the
wave Eq. (2.3), but it is not the one consistent with the asymptotic
behavior (3.1) and (3.2) we prescribed earlier. However, if the
path of integration is chosen inside this strip, the inverse Fourier
transform would give a localized function ψ(x, X) which decays
both upstream and downstream. This localized function matches
the perturbation series solution (2.6) we constructed in Section 2,
but it cannot be a true solution to the wave Eq. (2.3) precisely
because the integral equation (3.31) does not have a solution inside
the strip |Im(ξ̃ )| < 1.

Another related point we would like to make is the following.
As mentioned at the beginning of this section (below Eq. (3.3)),
in anticipation of a growing tail of the form (3.2) in the solution
ψ(x, X), the Fourier transform (3.3) should be taken for complex
wavenumbers K where Im(K) = −1/β . Recalling that κ = ϵK and
the variable scalings (3.19) and (3.30), this Fourier transform then
should be taken along the line Im(ξ̃ ) = −1, which is the lower
boundary of the strip |Im(ξ̃ )| < 1. From the above analysis, we
indeed have obtained the Fourier transform solution Φ0(ξ̃ ) along
Im(ξ̃ ) = −1, and the physical solution can be found by taking
the inverse Fourier transform along this line. However, since the
solution Φ0(ξ̃ ) is analytic everywhere below the line Im(ξ̃ ) = −1,
the inverse Fourier transform can be taken along any line below
Im(ξ̃ ) = −1.

Nowwe are ready to determine the local behavior of the Fourier
transform ψ(x, K) near its singularities. Notice that the solutionΦ0(ξ̃ ) has simple-pole singularities at ξ̃ = ±i. Specifically, at both
points, the integral in (3.32) is equal to −C/6; hence

Φ0(ξ̃ ) → −
C

1 + ξ̃ 2
(ξ̃ → ±i). (3.34)

Then, from Eq. (3.34) as well as the variable scalings (3.30), we see
that

Φ0(ξ) → −
Cβ4

1 + β2ξ 2


ξ → ∓

i
β


. (3.35)

ThereforeΦ0(ξ) has simple poles at ξ = ±i/β , and

Φ0(ξ) → ∓
1
2
i
β3C

ξ ± i/β


ξ → ∓

i
β


. (3.36)

Recalling Eqs. (3.19) and (3.20), we get

U ∼ ∓i
1
2
β3C
ϵ4

e−iκ0x

K −
κ0
ϵ

±
i
β

p(x)

K →

κ0

ϵ
∓

i
β


. (3.37)

Finally, from Eq. (3.5), we obtain the local behavior of ψ(x, K) near
K = κ0/ϵ ∓ i/β:

ψ ∼
β3C
ϵ3

e−πβκ0/2ϵe∓X0/β
e−iκ0(x+x0)

K −
κ0
ϵ

±
i
β

p(x)


K →

κ0

ϵ
∓

i
β


. (3.38)

Moreover, from the symmetry of the Fourier transform ψ(x, K) =ψ∗(x,−K ∗) for real functions ψ(x, X), it follows that

ψ ∼ −
β3C∗

ϵ3
e−πβκ0/2ϵe∓X0/β

eiκ0(x+x0)

K +
κ0
ϵ

±
i
β

p(x)


K → −

κ0

ϵ
∓

i
β


. (3.39)

3.3. Inversion of Fourier transform

Lastly, we take the inverse Fourier transform of ψ(x, K) to
obtain the physical solution ψ(x, X):

ψ(x, X) =

∫
C

ψ(x, K)eiKXdK , (3.40)

where the contour C is the line Im(K) = −1/β . In view of the
comments above, this contour should pass below the poles at
K = ±κ0/ϵ − i/β . It should also pass above the pole singularity
K = −i/β of the sech(πβK/2) term in Eq. (3.5) so that the physical
solution ψ(x, X) has the desired upstream behavior in (3.1). Then
when X ≪ −1 (upstream), by completing the contour C with a
large semicircle in the lower half plane, the dominant contribution
to the inverse Fourier transform (3.40) comes from the pole at
K = −i/β , and the wave profile far upstream is found to be
exactly the same as that prescribed in Eq. (3.1). On the other hand,
when X ≫ 1 (downstream), by completing the contour C with a
large semicircle in the upper half plane, we pick up contributions
from pole singularities at K = ±κ0/ϵ − i/β , as well as the
contribution from the pole singularity of sech(πβK/2) at K = i/β .
In this process, we get contributions from other poles such as
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K = ±κ0/ϵ+i/β aswell, but those contributions are subdominant
and can be neglected. Collecting the pole contributions from K =

±κ0/ϵ − i/β and K = i/β and recalling κ0 = 2, the wave profile
of the solution far downstream is then found to be

ψ ∼ 2ϵae−(X−X0)/βp(x)

+
4πβ3C
ϵ3

e−πβ/ϵ sin(2x0 − θ)e(X−X0)/βp(x), x ≫ 1/ϵ. (3.41)

Here,C > 0 and θ are the amplitude and phase of the constant C
(which is complex in general), i.e.,

C = Ceiθ . (3.42)

The above formula (3.41) is one of the key results in this paper.
It shows that the solution to Eq. (2.3) which decays upstream
in general comprises a growing tail downstream. The amplitude
of this growing tail is exponentially small in ϵ, and thus is not
captured by the perturbation series expansion (2.6). However, this
growing tail will vanish when

sin(2x0 − θ) = 0. (3.43)

In this case, the solutionψ(x) becomes a truly localized gap soliton.
Eq. (3.43) will be satisfied if and only if

x0 = θ/2, (θ + π)/2. (3.44)

Since the lattice is π-periodic, all other values of x0 which differ
from those in (3.44) by multiples of π do not correspond to new
gap soliton solutions. Therefore, precisely two gap solitons can
bifurcate out from a Bloch-band edge, and the centers of their
envelopes are given by Eq. (3.44). These two gap solitons are the
counterparts of on-site and off-site gap solitons for a symmetric
potential reported in the literature [7–11].

3.4. Calculation of the constant C

It remains to explain how to calculate the constant C , whose
phase θ gives the soliton’s locations in Eq. (3.44) and whose
amplitude C gives the growing-tail amplitude in Eq. (3.41). As
noted earlier, C cannot be determined from local analysis around
the singularities κ ∼ κ0 alone, but has to be obtained by matching
the local behavior ofU(x, κ) near the singularities with the power-
series solution (3.13) away from the singularities. Specifically, the
limit of the inner solution (3.20) as ξ → ∞ must match the outer
solution (3.13). Combining expansion (3.20) with the asymptotic
behavior of Φ0(ξ̃ ) as ξ̃ → ∞ (see (A.11) in Appendix A) and
recalling the various variable scalings, we find that

U(x, κ) ∼
12C
5

p(x)
(κ − κ0)4

e−iκ0x, κ ∼ κ0, (3.45)

or

U ∼
12C
5

p(x)
(κ − κ0)4

[cos(κ0x − θ)− i sin(κ0x − θ)],

κ ∼ κ0 (3.46)

in view of the expression of C in (3.42). In addition, due to
the symmetry relation U(x, κ) = U∗(x,−κ∗) for real functions
ψ(x, X), we get

U ∼
12C
5

p(x)
(κ + κ0)4

[cos(κ0x − θ)+ i sin(κ0x − θ)],

κ ∼ −κ0. (3.47)

These behaviors should match the outer solution (3.13). From the
expressions for U0 and U1 in Eq. (3.14) as well as the recurrence
relation (3.15), it is clear that all even terms, U2m, are purely real,
and all odd terms, U2m+1, are purely imaginary. Accordingly, when
the solution U(x, κ) near the singularities κ = ±κ0 is expanded
into power series of κ , in order for all even terms in this expansion
to be real and all odd terms to be purely imaginary, the dominant
singular term in (3.46) and (3.47) should be of the form

U ∼
192κ4

0
C

5(κ2 − κ2
0 )

4

×

[
cos(κ0x − θ)− i

κ

κ0
sin(κ0x − θ)

]
p(x), κ ∼ ±κ0. (3.48)

This revised singular behavior agrees with (3.46) and (3.47) near
the singularities, and it also gives the desired property when
expanded into power series of κ . To match (3.48) with the
asymptotic series (3.13), we first expand

1
(κ2 − κ2

0 )
4

=
1

3!κ8
0

∞−
m=0

(m + 3)!
m!

κ2m

κ2m
0
. (3.49)

Inserting this expansion into (3.48) and recognizing that the
resulting power series from this dominant singular term should be
consistent with the power series (3.13) as n → ∞, the asymptotic
behavior of Un for n → ∞ turns out to be

U2m ∼ D
m3

κ2m
0

cos(κ0x − θ)p(x), m → ∞, (3.50a)

U2m+1 ∼ −iD
m3

κ2m+1
0

sin(κ0x − θ)p(x), m → ∞, (3.50b)

where

C =
5
4
aβD. (3.51)

Here the asymptotic behavior of (m+ 3)!/m! ∼ m3 form ≫ 1 has
been used. SinceC > 0,D > 0 as well. The constants D and θ in
Eq. (3.50) can be determined by solving the recurrence equation
(3.15) as discussed in Appendix B; the soliton’s positions x0 in
(3.44) as well as the growing tail in (3.41) are thus completely
specified.

It is noted that the above procedure for deriving the asymptotics
(3.50) of the recurrence relation (3.15) differs from that followed
in the study of solitary wave packets of the fifth-order KdV
equation [34]. In the earlier approach, this asymptotics would be
derivedbymatching thepower-series solution (3.13)with the local
behavior near singularities of the approximate integral equation
(3.12). Accordingly, the singularities of the approximate integral
equation (3.12) would need to be studied as well. In the present
treatment, the asymptotics (3.50) was derived by matching the
power-series solution (3.13) directly with the local behavior near
the singularities of the exact integral equation (3.9). As a result, the
singularity analysis of the approximate integral equation (3.12) is
no longer necessary, and the exponential asymptotics technique in
the wavenumber domain is somewhat simplified and streamlined.

For symmetric periodic potentials V (x), the constant θ can be
obtained without solving the recurrence relation (3.15). In this
case, as remarked earlier, the Bloch wave p(x) is always either
symmetric or anti-symmetric in x, and ν(x) has the opposite parity
of p(x). Then, from the recurrence relation (3.15), it is easy to check
that U2m would always have the same parity as p(x), and U2m+1
would always have the opposite parity of p(x). Therefore, C is real
and θ = 0 or π ; so from (3.44), the two gap solitons are located at

x0 = 0, π/2. (3.52)

This reproduces the result obtained in [10] for a sin2 xpotential (see
also [6]).
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4. Linear-stability eigenvalues

In this section, we examine the linear stability of the two
families of gap solitons near band edges obtained in the previous
section. The growing-tail formula (3.41) turns out to be useful in
this stability analysis as well. The approach taken here parallels
that followed in [35] for the stability of elevation and depression
solitary wavepackets of the fifth-order KdV equation.

Letψs(x) be the gap soliton of Eq. (2.3) given by Eq. (2.9), whose
envelope A(X) is centered at x0 = x0s, where x0s is one of the two
positions given in Eq. (3.44). To study the linear stability of this gap
soliton, we linearize Eq. (2.1) around this basic state, and introduce
perturbations in the form of normal modes:

U(x, t) = e−iµt
{ψs(x)

+ [v(x)− w(x)]eλt + [v∗(x)− w∗(x)]eλ
∗t

}, (4.1)

where v,w ≪ 1. Substituting this perturbed solution into Eq. (2.1)
and neglecting higher order terms of (v,w), we obtain the linear-
stability eigenvalue problem

L0w = −iλv, L1v = −iλw, (4.2)

where

L0 =
d2

dx2
− V (x)+ µ+ σψ2

s , (4.3)

and

L1 =
d2

dx2
− V (x)+ µ+ 3σψ2

s . (4.4)

If there exist eigenvalues λ with positive real parts, then this gap
soliton is linearly unstable. Otherwise, it is linearly stable.

Near a band edge, the gap soliton given by Eq. (2.9) is a low-
amplitude Bloch-wave packet whose envelope is governed by
Eq. (2.11). As this envelope equation is translation invariant, the
linearization spectrum of its soliton solution (2.14) contains a
zero eigenvalue induced by this translation invariance. In the full
lattice Eq. (2.1), however, the translation invariance is destroyed,
and thus this zero eigenvalue associated with spatial translations
must bifurcate out. Our goal here is to calculate this eigenvalue
bifurcation when the gap soliton bifurcates out from the Bloch-
band edge. It will turn out that this bifurcation occurs along the
imaginary and real axes respectively for the two gap solitons in
(3.44). As a result, the gap soliton at x0 = θ/2 is linearly stable,
while the one at x0 = (θ + π)/2 is linearly unstable. Moreover,
asymptotically accurate formulae for these eigenvalues will be
derived, confirming that these eigenvalues are exponentially small
in the soliton’s amplitude ϵ.

We begin by eliminating w from the eigenvalue Eq. (4.2) and
obtain the following single equation for v:

L0L1v = −λ2v. (4.5)

Since the bifurcated eigenvalue λ is small near band edges, we
expand the eigenfunction v into the following perturbation series

v = v0 + λ2v1 + λ4v2 + · · · . (4.6)

Inserting this expansion into Eq. (4.5), at O(1)we get

L0L1v0 = 0. (4.7)

To determine the solution v0, we recall from Eqs. (2.3) and (4.3)
and the analysis of the previous section that

L0ψ(x; x0) = 0, (4.8)
whereψ(x; x0) is the nonlocal solution to Eq. (2.3) whose envelope
function A(X) is centered at x = x0. Taking the derivative of
Eq. (4.8) with respect to x0 and then setting x0 = x0s, we obtain

L1
∂ψ

∂x0


x0=x0s

= 0, (4.9)

so the solution to Eq. (4.7) is

v0 =
∂ψ

∂x0


x0=x0s

. (4.10)

Using the downstream asymptotics of the solution ψ(x; x0) in
Eq. (3.41), we find that

v0 ∼
2ϵ2a
β

e−(X−X0s)/βp(x)+
8πβ3C
ϵ3

e−πβ/ϵ

× cos(2x0s − θ)e(X−X0s)/βp(x), x ≫ 1/ϵ, (4.11)

where X0s = ϵx0s. Notice that this function v0 has a growing
tail downstream. Since our eigenfunction v(x)must be a localized
function, this growing tail in v0 will be balanced later by the
λ2v1 term in (4.6), thereby providing the desired formula for the
eigenvalue λ. Since the growing tail in v0 is exponentially small, λ
will thus be exponentially small as well.

Now we determine the solution v1. The equation for v1 can be
obtained from Eq. (4.5) at O(λ2) as

L0L1v1 = −v0, (4.12)

or

L1v1 = w0, (4.13)

and

L0w0 = −v0. (4.14)

To determine w0 from (4.14), we notice that the growing tail
in v0 is exponentially small, thus it will be neglected in this
calculation of w0. The homogeneous equation of (4.14) has a
localized solutionψs(x, X). Notice that v0 in (4.10) can be rewritten
as −ϵ∂ψ/∂X |x0=x0s ; thus the solvability condition of Eq. (4.14) is∫

∞

−∞

∂ψ2(x, X)
∂X


x0=x0s

dx = 0. (4.15)

Here the integration is with respect to the original x variable, not
the fast variable x. Inserting the perturbation series solution (2.9)
into (4.15), we can see that all terms in this integral are of the form∫

∞

−∞

F ′(X)q(x)dx, (4.16)

where F(X) is a localized function of the slow variable X , and q(x)
is a periodic function of x. Expanding q(x) into a Fourier series,
one can see that this integral is exponentially small in ϵ. Thus the
solvability condition (4.15) is satisfied to all orders of ϵ, hence a
localized solution can be found for w0 (when exponentially small
terms are neglected). To determine this localized solution, we
notice from the expression (4.10) for v0 and the perturbation series
expansion (2.9) that the leading-order approximation for v0 is

v0 ∼ −ϵ2A′(X)p(x). (4.17)

Here the function A(X) is given in Eq. (2.14) with X0 = X0s. The
solutionw0 to Eq. (4.14) can be expanded into a perturbation series

w0 = B(X)p(x)+ ϵB′(X)ν(x)+ ϵ2w0(x, X)+ · · · . (4.18)

Inserting this expansion as well as the perturbation series solution
(2.9) into Eq. (4.14), the terms of O(1) and O(ϵ) are automatically
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balanced. At O(ϵ2), we obtain the following equation for w0,w0xx − V (x)w0 + µ0w0

= −[p(x)+ 2ν ′(x)]B′′(X)− ηp(x)B(X)

− σA2(X)B(X)p3(x)+ A′(X)p(x). (4.19)

Imposing the solvability condition on this equation and utilizing
the relation (3.28) as well as the expression of α in (2.12), we find
that B(X) satisfies the equation

D
d2B
dX2

+ ηB + σαA2B = A′(X), (4.20)

whose solution is

B(X) =
1
2D
(X − X0s)A(X). (4.21)

Next, we determine the solution v1 to Eq. (4.13). This equation
has the homogeneous solution v0 which is not orthogonal to
the inhomogeneous term w0. Indeed, by approximating v0 by
its leading-order term (4.17) and w0 by its leading-order term
B(X)p(x) in (4.18), we can easily see that the integral of v0w0 from
x = −∞ to +∞ is non-zero; hence the solvability condition of
Eq. (4.13) is notmet, indicating that the solutionv1 will be nonlocal.
By requiring v1 to be decaying upstream (x → −∞), then it will
exhibit a growing tail downstream (x ≫ 1/ϵ). To determine this
nonlocal solution, we introduce the perturbation series

v1 =
1
ϵ2

{F(X)p(x)+ ϵF ′(X)ν(x)+ ϵ2v1(x, X)+ · · ·}. (4.22)

Inserting this expansion as well as the perturbation series
solution (2.9) into Eq. (4.13), the terms of O(ϵ−2) and O(ϵ−1) are
automatically balanced. At O(1), we obtain the following equation
forv1v1xx − V (x)v1 + µ0v1

= −[p(x)+ 2ν ′(x)]F ′′(X)− ηp(x)F(X)

− 3σA2(X)F(X)p3(x)+
1
2D
(X − X0s)A(X)p(x). (4.23)

Imposing the solvability condition on this equation and utilizing
the relation (3.28) as well as the expression of α in (2.12), we find
that F(X) satisfies the equation

D
d2F
dX2

+ ηF + 3σαA2F =
1
2D
(X − X0s)A. (4.24)

By differentiating the envelope Eq. (2.11) with respect to X , we
see that A′(X) is a homogeneous solution of Eq. (4.24). This
homogeneous solution is not orthogonal to the inhomogeneous
term; hence, the forced problem (4.24) has no locally confined
solution. By requiring F(X) → 0 as X → −∞, then F(X) will
exponentially grow downstream as

F(X) → Re(X−X0s)/β , X ≫ 1, (4.25)

where R is a constant. To determine R, we multiply Eq. (4.24) by its
homogeneous solution A′(X) and then integrate it from −∞ to X:∫ X

−∞

A′(X)[DF ′′(X)+ ηF(X)+ 3σαA2(X)F(X)]dX
=

1
2D

∫ X

−∞

(X − X0s)A(X)A′(X)dX . (4.26)

Performing integration by parts to the left side of Eq. (4.26), taking
X ≫ 1 and using the asymptotics (4.25) as well as the expression
(2.14) for A(X), Eq. (4.26) then gives R = a/8β; therefore, (4.25)
becomes

F(X) →
a
8β

e(X−X0s)/β , X ≫ 1. (4.27)
Substituting this F(X) into the expansion (4.22), we then obtain

v1 ∼
a
8β

e(X−X0s)/β

ϵ2
p(x), X ≫ 1. (4.28)

Inserting this growing tail and the growing tail of v0 in (4.11)
into the expansion (4.6) and requiring these two growing tails to
balance each other, we then obtain the eigenvalue formula

λ2 = −
64πβ4C

a
·
e−πβ/ϵ

ϵ
cos(2x0s − θ). (4.29)

ReplacingC by the formula (3.51), our final eigenvalue formula is
then

λ2 = −80πDβ5
·
e−πβ/ϵ

ϵ
cos(2x0s − θ). (4.30)

Here ϵ =
√

|µ− µ0|, constants D and θ are computed from the
recurrence relation (3.15) via the asymptotics (3.50), β =

√
|D|,D

is the second-order dispersion coefficient defined in (2.12), and x0s
is the location of gap solitons given in Eq. (3.44). For the two gap-
soliton locations in (3.44), cos(2x0s − θ) is 1 and −1 respectively.
Thus the gap soliton located at x0s = θ/2 is linearly stable, while
the one located at x0s = (θ + π)/2 is linearly unstable. For the
unstable gap soliton, the formula for the unstable eigenvalue is

λunstable =


80πDβ5 ·

e−πβ/2ϵ

√
ϵ

, (4.31)

which is purely real and exponentially small in the soliton
amplitude ϵ. For the stable gap soliton, the eigenvalue is purely
imaginary, and its magnitude is the same as that given in (4.31).

5. Numerical results

In this section, we present numerical results on gap solitons and
their linear-stability eigenvalues, and make a comparison against
the above analytical results. In our computations, we take the
periodic potential to be

V (x) = V0 sin2 x, (5.1)

which is symmetric in x. This potential is common in physical
situations such as nonlinear optics and Bose–Einstein condensates.
We also take the potential depth to be V0 = 6. The band-gap
structure for this potential has been obtained in [5,16] (see also
Fig. 2 (left panel) in this paper). The numerical algorithms for
computations of gap solitons and their stability eigenvalues can be
found in [6].

5.1. The case of self-focusing nonlinearity

When σ = 1 (self-focusing nonlinearity), gap solitons can bi-
furcate from the lower edge µ0 = 2.0613182 of the first Bloch
band, where the dispersion coefficient D = 0.4348. In this case,

a = 1.7146, β =
√
D = 0.6594. (5.2)

To determine D and θ , we solve the recurrence relation (3.15)
numerically. The procedure of this numerical computation is
described in Appendix B, and the result is shown in Fig. 1. This
figure shows that U2m and U2m+1 indeed approach the asymptotic
states (3.50), with the parameters

D = 0.925, θ = 0.

According to (3.44), the gap solitons are located at x0s = 0 andπ/2,
consistent with our earlier result (3.52) since the potential (5.1) is
symmetric. The gap solitons located at x0s = 0 (potential mini-
mum) are on-site solitons, and gap solitons located at x0s = π/2
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Fig. 1. Solutions of the recurrence relation (3.15) for σ = 1 and V0 = 6. (a,b)
Numerical solutions U2m and Im(U2m+1) atm = 83 (solid blue curves); (c) the ratio
between the maxima of U2m(x) and m32−2m cos 2xp(x) (solid blue curve) and the
ratio between the maxima of Im(U2m+1)(x) and m32−(2m+1) sin 2xp(x) (dashed red
curve) versusm. These ratios approach the asymptotic value D = 0.925 (horizontal
black line) at large m. The asymptotic solutions (3.50) at m = 83 are also plotted
in (a,b) (dashed red curves) for comparison. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)

(potential maximum) are off-site solitons. Numerically, we have
indeed found these two families of gap solitons, and their solution
profiles and power curves are displayed in Fig. 2.

Since θ = 0, according to our analysis, the on-site gap solitons
are linearly stable, and off-site solitons are linearly unstable.
Numerically we have computed the whole stability spectra for
the on-site and off-site solitons at µ = 2, and these spectra are
displayed in Fig. 3(a) and (b). These spectra confirm that the on-site
soliton is linearly stable, and the off-site soliton is linearly unstable
due to a real positive eigenvalue. Now we compare this numerical
unstable eigenvalue with our analytical formula (4.31) for various
values of ϵ. Using the above parameter values, we find that the
theoretical eigenvalue formula (4.31) for off-site solitons is

λanal = 5.38
e−πβ/2ϵ

√
ϵ

. (5.3)

This theoretical formula is displayed in Fig. 3(d) (as solid line).
The numerically obtained eigenvalue λ versus ϵ is also displayed
in Fig. 3(d) (as dots). It is seen that the numerical eigenvalues
approach this analytical formula when ϵ → 0. Closer examination
of these numerical eigenvalues shows that,

λnum → 5.38
e−πβ/2ϵ

√
ϵ

, ϵ → 0. (5.4)
a b

c d

Fig. 2. On-site and off-site solitons bifurcated from the lower edge of the first Bloch
band under self-focusing nonlinearity (σ = 1, V0 = 6). Top panel: the power
curves (solid curve: on-site solitons; dashed curve: off-site solitons); (a–d): profiles
of solitons at points marked by the same letters on the power curves (µ = 1 in
(a, c) and µ = 2 in (b, d)). The vertical gray stripes represent lattice sites (locations
of low potentials).

Thus, the numerical eigenvalues and the analytical formula
(5.3) for ϵ ≪ 1 are in excellent agreement, confirming that our
analytical eigenvalue formula (4.31) is asymptotically accurate.

For on-site solitons, the eigenvalues±λ from formula (4.30) are
purely imaginary. One may wonder why these purely imaginary
discrete eigenvalues are not present in the spectrum of Fig. 3(a) at
µ = 2. The reason can be seen in Fig. 3(c). What happens is that
when µ just bifurcates off from µ0 (i.e., when ϵ is very small), a
pair of purely imaginary discrete eigenvalues ±λ indeed bifurcate
out from zero. These eigenvalues are displayed in Fig. 3(c), where
iλ is plotted (to make it real). After bifurcation, these eigenvalues
move along the imaginary axis toward the continuous-eigenvalue
bands, and at ϵ ≈ 0.2, orµ ≈ 2.02, theymerge into the continuous
spectrum and disappear. For this reason, these eigenvalues are
absent in the spectrum of Fig. 3(a) at µ = 2. At small ϵ values
where these stable eigenvalues still exist, we can compare the
numerical results with our analytical formula (4.30). In this case,
the analytical formula (4.30) gives

λanal = ±5.38i
e−πβ/2ϵ

√
ϵ

, ϵ ≪ 1. (5.5)
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a b

c d

Fig. 3. (a, b) Spectra of the on-site and off-site gap solitons shown in Fig. 2(b,
d) at µ = 2 respectively; (c, d) comparison of analytical and numerical discrete
eigenvalues for on-site and off-site solitons of Fig. 2 near the lower band edge
µ0 = 2.0613182 under self-focusing nonlinearity ((c) for on-site solitons and
(d) for off-site solitons). Here ϵ =

√
µ0 − µ. Dots: numerical values; solid lines:

analytical formulae (5.5) in (c) and (5.3) in (d); the dashed line in (c) is the edge of
the continuous spectrum on the imaginary axis. The corresponding 1/ϵ value for
the spectra in (a, b) is marked by arrows in (c,d).

This formula is shown in Fig. 3(c) by a solid line. The numerical
eigenvalues are also shown in this figure as dots. Examination of
the numerical eigenvalues shows that

λnum → ±5.38i
e−πβ/2ϵ

√
ϵ

, ϵ → 0, (5.6)

again in excellent agreement with the analytical formula.

5.2. The case of self-defocusing nonlinearity

Next, we present numerical results for the case of self-
defocusing nonlinearity (σ = −1), and compare them with the
analytical results. In this case, gap solitons can bifurcate from the
upper edge µ0 = 2.266735 of the first Bloch band. The dispersion
coefficient at this edge is D = −0.5881, and

a = 1.681, β =


|D| = 0.7669. (5.7)

Solving the recurrence Eq. (3.15) numerically, we find thatU2m and
U2m+1 approach the asymptotic states (3.50) with the parameters

D = 1.870, θ = 0.

Thus the gap solitons are located at x0s = 0 and π/2, as with self-
focusing nonlinearity in the previous subsection. Numerically, we
have found these two families of gap solitons, and their solution
profiles and power curves are displayed in Fig. 4. Since θ = 0, the
on-site gap solitons are again linearly stable, and off-site solitons
are linearly unstable according to our analysis. This is confirmed
in Fig. 5(a) and (b), where the stability spectra for the on-site
and off-site solitons at µ = 2.35 are displayed. Now we make
quantitative comparison between the numerical eigenvalues and
the theoretical formula (4.30). For the off-site solitons, using the
D and β values given above, the theoretical formula (4.31) for the
unstable eigenvalue λ becomes

λanal = 11.17
e−πβ/2ϵ

√
ϵ

, ϵ ≪ 1. (5.8)

This theoretical formula is displayed in Fig. 5(d) (solid line). The
numerically obtained eigenvalue λ versus ϵ is also displayed in
a b

c d

Fig. 4. On-site and off-site solitons bifurcated from the upper edge of the first Bloch
band under self-defocusing nonlinearity (σ = −1, V0 = 6). Top panel: the power
curves (solid curve: on-site solitons; dashed curve: off-site solitons); (a–d): profiles
of solitons at points marked by the same letters on the power curves (µ = 3 in
(a, c) and µ = 2.35 in (b, d)). The vertical gray stripes represent lattice sites.

Fig. 5(d) (dots). For this defocusing case, the numerical eigenvalues
also approach the analytical formula when ϵ → 0. Closer exami-
nation of these numerical eigenvalues shows that

λnum ≈ 11.18
e−πβ/2ϵ

√
ϵ

, ϵ → 0, (5.9)

which agrees with the analytical formula (5.8) very well. We have
also compared the numerical imaginary eigenvalues and the ana-
lytical formula (4.30) for on-site solitions in Fig. 5(c). Here again,
excellent agreement can be seen between them. These compar-
isons undoubtedly establish that the eigenvalue formula (4.30) for
gap solitons is asymptotically accurate near band edges.

6. Summary and discussion

In this paper, we studied 1D gap solitons near band edges
and their linear stability properties in general periodic potentials,
using an exponential asymptotics method. We showed that in
general π-periodic potentials, two gap solitons bifurcate from
every Bloch-band edge, and these solitons are located at x0 =

θ/2 and (θ + π)/2, the parameter θ being determined from the
asymptotics (3.50) of the recurrence relation (3.15). In the special
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Fig. 5. (a, b) Spectra of the on-site and off-site gap solitons atµ = 2.35 in Fig. 4(b, d)
respectively; (c, d) comparison of analytical and numerical discrete eigenvalues for
on-site and off-site solitons of Fig. 4 near the upper band edgeµ0 = 2.266735under
self-defocusing nonlinearity ((c) for on-site solitons and (d) for off-site solitons).
Here ϵ =

√
µ− µ0 . Dots: numerical values; solid lines: analytical formulae (4.30)

in (c) and (5.8) in (d); the dashed line in (c) is the edge of the continuous spectrum
on the imaginary axis. The corresponding 1/ϵ value for the spectra in (a,b) ismarked
by arrows in (c,d).

case when the potential is symmetric, we recover the well-known
result that these solitons are located at x0 = 0 and π/2, i.e.,
at the symmetry point and half a period away from it. We also
studied the linear stability of gap solitons bifurcated from band
edges and derived the asymptotically accurate eigenvalue formula
(4.30). The coefficient D in this formula is obtained from the
asymptotics (3.50) of the recurrence relation (3.15). Our analysis
shows that the eigenvalues are exponentially small in the soliton’s
amplitude, and out of the two gap soliton families that bifurcate
out at a band edge, the one located at x0 = θ/2 is always linearly
stable, while the other is always linearly unstable. Quantitative
comparison between the eigenvalue formula and numerical results
is also performed, and excellent agreement is observed. With the
results obtained in this paper, thorough analytical understanding
of gap solitons and their linear stability near band edges in general
periodic potentials is now achieved. The present theory is based on
an exponential asymptotics procedure in thewavenumber domain
proposed in [34,35], and we have also clarified certain subtle
issues in the original development of this technique, in addition
to simplifying and streamlining the entire solution procedure.

In the analysis of this paper, the growing-tail formula (3.41)
plays a critical role. This formula not only yields the positions of gap
solitons, but also leads to the eigenvalue formula for the stability
of gap solitons. The same formula proves useful for analytically
constructing multi-Bloch-wave-packet gap solitons similar to the
multi-packet solitary waves in the fifth-order KdV equation [34].
Such multi-Bloch-wave-packets do not bifurcate from band edges,
thus their power curves exhibit multiple branches and do not
touch band edges. As it is possible to combine individual Bloch-
wave packets in an infinite number of ways, there is an infinity
of multi-Bloch-wave-packet gap soliton families. Construction of
such multi-Bloch-wave-packets in the stationary lattice Eq. (2.3)
will be reported elsewhere [28].
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Appendix A. Solution to an integral equation

In this appendix, we rigorously solve the integral equation
(3.31),

(1 + ξ̃ 2)Φ0(ξ̃ )− 3
∫

∞

−∞

ωeπω/2cschπω
2

Φ0(ξ̃ − ω)dω = 0. (A.1)

This equation is a linear homogenous equation. By moving the
integral term to the right-hand side and then dividing both sides
by 1 + ξ̃ 2, this equation can be viewed as an integral-operator
eigenvalue equation with unit eigenvalue. To solve this equation,
we notice that the integral in (A.1) is a convolution integral, which
suggests posing the solution as

Φ0(ξ̃ ) =

∫
L±

e−sξ̃φ(s)ds, (A.2)

where the contours L± extend from 0 to ±i∞ for Im(ξ̃ ) < 0 and
Im(ξ̃ ) > 0, respectively. This is the same idea as was used in [34],
except that here the paths of integrationL± are explicitly specified
so that the whole calculation becomes more concrete. This form of
the solution is analogous to a Laplace transform, and the choice
of different contours ensures that the exponential function e−sξ̃

decays at infinity so that the integral in (A.2) can converge.
Inserting the integral transform (A.2) into (A.1) and performing

integration by parts, we get∫
L±


d2φ

ds2
+ φ(s)


e−sξ̃ds − 3

∫
∞

−∞

dω
×

∫
L±

dsωcschπω
2

eω(s+π/2)e−sξ̃φ(s) = 0. (A.3)

In deriving the first integral in (A.3), we have assumed that φ(0) =

φ′(0) = 0,whichwill be confirmed after the solutionφ(s)has been
obtained (see Eq. (A.8)). Now we wish to exchange the order of
integration in the double integral in (A.3). Notice that its integrand
is unbounded along the positiveω direction (for fixed s), hence this
double integral is not absolutely convergent. In order to make this
exchange of integration possible, we multiply this integrand by a
function e−ϵω , where 0 < ϵ ≪ 1. The resulting integrand then
becomes absolutely convergent, thus we can exchange its order
of integration. After this exchange of integration, we utilize the
formula∫

∞

−∞

ωcschπω
2

eω(s+π/2)−ϵωdω =
2

sin2(s − ϵ)
, (A.4)

and, in the end, we take the limit of ϵ → 0+. After these manipu-
lations, Eq. (A.3) becomes∫

L±


d2φ

ds2
+ φ −

6
sin2 s

φ


e−sξ̃ds = 0, (A.5)

whose solution φ(s) then solves the linear ordinary differential
equation

d2φ

ds2
+


1 −

6
sin2 s


φ = 0. (A.6)

This linear ordinary differential equation has two linearly
independent solutions [34]. One of them is φ(s) = cos s/ sin2 s.
This solution, however, is singular at s = 0, which makes the
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integral in the transform (A.2) divergent, so it should be excluded.
The other solution is

φ(s) = C


2
sin s

+
cos2 s
sin s

−
3s cos s
sin2 s


, (A.7)

where C is a constant. This solution is non-singular at s = 0 since

φ(s) →
2
5
Cs3, s → 0, (A.8)

and is our desired solution to Eq. (A.6). The asymptotics (A.8) also
justifies our earlier derivation of the first integral in Eq. (A.3) by
assuming φ(0) = φ′(0) = 0. It is important to notice that

φ(s) → ±
C
2i

e|s|, s ∈ L±
→ ±i∞, (A.9)

implying that the integral transform in Eq. (A.2) is not convergent
for |Im(ξ̃ )| ≤ 1. Thismeans that the proposed solutionΦ0(ξ̃ ) given
by Eqs. (A.2) and (A.7) is in fact a solution to the integral equation
(A.1) only when ξ̃ lies outside the strip |Im(ξ̃ )| ≤ 1.

The function Φ0(ξ̃ ) obtained above can be meromorphically
extended into the strip |Im(ξ̃ )| ≤ 1, however. For this purpose,
notice that when the solution transform (A.2) is inserted into
the integral of Eq. (A.1) and the resulting double integral is
manipulated as above (see (A.3) and (A.4)), Eq. (A.1) then gives the
following alternative expression for Φ0(ξ̃ ),

Φ0(ξ̃ ) =
6

1 + ξ̃ 2

∫
L±

1
sin2 s

φ(s)e−sξ̃ds, (A.10)

where φ(s) is given in Eq. (A.7). It is easy to see that the integral
in (A.10) is convergent for all values of ξ̃ in the complex plane C,
thus the function Φ0(ξ̃ ) given by (A.10) is analytic for all ξ̃ ∈ C,
save for the points ξ̃ = ±i where it has simple-pole singularities.
The two expressions (A.2) and (A.10) for Φ0(ξ̃ ) coincide when ξ̃ is
outside the strip |Im(ξ̃ )| ≤ 1, hence the function given by (A.10)
also satisfies the integral equation (A.1) outside this strip. By taking
the limit of Im(ξ̃ ) → ±1, we can see that the function Φ0(ξ̃ ) given
by (A.10) satisfies the integral equation (A.1) on the boundaries of
this strip aswell. Inside this strip, the function defined by (A.2) does
not exist; hence, the solution to the integral equation (A.1) does
not exist. Even though the function Φ0(ξ̃ ) given by the alternative
expression (A.10) does exist inside this strip, this function does not
satisfy the integral equation (A.1) in this region (this fact has also
been confirmed by our numerical computations). When ξ̃ → ∞,
the main contribution to the integral (A.2) comes from the vicinity
of s ∼ 0, and using the small-s asymptotics (A.8), we find that

Φ0(ξ̃ ) →
12C
5

1

ξ̃ 4
, ξ̃ → ∞. (A.11)

Appendix B. Numerical computation of recurrence relation

In this appendix,weoutline the numerical procedure for solving
the recurrence relation (3.15). We first write this recurrence
relation asL1Un+2 = Fn+2(U0,U1, . . . ,Un+1), n = 0, 1, 2, . . . , (B.1)
whereL1 = d2/dx2 + µ0 − V (x), U0 = p(x), U1 = iν(x), (B.2)
and

Fn+2 = Un − 2i
dUn+1

dx
− σa2β2

n−
m=0

Un−m
(n − m)!
(n + 2)!

×

m−
r=0

UrUm−r r!(m − r)!. (B.3)
Since p(x) is a homogeneous solution of Eq. (B.1), the solvability
condition of this inhomogeneous equation is then

⟨Fn+2(x), p(x)⟩ = 0, (B.4)

where the inner product is defined as

⟨f , g⟩ =

∫ 2π

0
f (x)g(x)dx. (B.5)

When solving Eq. (B.1) itself, its solution Un+2 is not unique since
it can contain an arbitrary homogeneous term ζp(x), where ζ is a
free constant. However, as shown below, the solvability conditions
for later equations will uniquely determine Un+2, and all solutions
from this recurrence relation are unique.

We start with the solution U2 which solves the equation

L1U2 = U0 − 2i
dU1

dx
−

1
2
σa2β2U3

0

= p(x)+ 2ν ′(x)−
1
2
σa2β2p3(x). (B.6)

The solvability condition for this equation is satisfied due to
Eqs. (2.15) and (3.28), hence its solution is

U2(x) = U2(x)+ ζ2p(x), (B.7)

where U2(x) is a particular solution of Eq. (B.6), and ζ2 is a real
constant which is to be determined.

The recurrence equation for U3 is

L1U3 = U1 − 2i
dU2

dx
−

1
2
σa2β2U2

0U1 − 2iζ2p′(x). (B.8)

Recalling Eqs. (2.10) and (B.2) and performing integration by parts,
the solvability condition for this equation becomes

0 = ⟨ν −
1
2
σa2β2p2ν, p⟩ + ⟨U2, 2px⟩

= ⟨ν −
1
2
σa2β2p2ν, p⟩ − ⟨U2,L1ν⟩

= ⟨ν, p −
1
2
σa2β2p3 −L1U2⟩. (B.9)

SinceU2 solves Eq. (B.6), the right-hand side of the above equation
becomes ⟨ν,−2ν ′

⟩, which is obviously zero. Thus the solvability
condition for Eq. (B.8) is automatically satisfied. Consequently, this
equation is solvable, and its solution can be written as

U3(x) = U3(x)+ iζ2ν(x)+ iζ3p(x), (B.10)

whereU3(x) is a particular solution of Eq. (B.8)without the ζ2 term,
and ζ3 is a new real constant.

The recurrence equation for U4 is

L1U4 = U2 − 2i
d
dx
(U3 + iζ2ν)

−
1
8
σa2β2(2U2

0U2 + U0U2
1 )+ 2ζ3p′(x). (B.11)

Utilizing the solutions U0,U1 and U2 in Eqs. (B.2) and (B.7), the
solvability condition for the above equation gives

ζ2⟨p + 2ν ′
−

1
4
σa2β2p3, p⟩

= −⟨U2 − 2iU ′

3 −
1
8
σa2β2(2p2U2 − pν2), p⟩. (B.12)

In viewof Eqs. (2.15) and (3.28), the inner product on the left side of
this condition is non-zero, thus this condition uniquely determines
the value of ζ2; hence, U2 is now uniquely obtained. Since the
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solvability condition for Eq. (B.11) is now met by the above choice
of ζ2, the solution U4 is then

U4(x) = U4(x)− ζ3ν(x)+ ζ4p(x), (B.13)

where U4(x) is a particular solution of Eq. (B.11) without the ζ3
term, and ζ4 is a new real constant. Utilizing this solution and
imposing the solvability condition on the equation for U5, the
constant ζ3 in the solution U3 would be uniquely determined as
well.

The above procedure can be repeated for higher terms in
the recurrence relation. Specifically, the coefficient ζn+2 of the
homogeneous term p(x) in the solution Un+2 is determined by the
solvability condition for the equation governing Un+4. In this way,
all solutions in the recurrence equation are unique and can be
successively obtained.

As a numerical issue, we solved the linear inhomogeneous
equations (such as (B.6) and (B.8)) by the preconditioned
conjugate-gradientmethod [36]. Also, for convenience, weworked
with the normalized variables Wn = 2nUn so that the solutions do
not decay quickly for large n.
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