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By lianke Thng 

This article studies two coupled nonlinear Schrodinger equations that govern 
the pulse propagation in weakly birefringent nonlinear optical fibers. The 
coherent structures for these equations, such as vector solitons and localized 
oscillating solutions, are studied analytically and numerically. Three types 
of localized oscillating structures are identified and their functional forms 
determined by perturbation methods. In some of these structures, infinite 
oscillating tails are present. The implications of these tails are also discussed. 

1. Introduction 

In recent years, the propagation of pulses in a nonlinear optical fiber has re­
ceived extensive study. In a single-mode optical fiber, when third-order non­
linear effects are included, pulse propagation is described approximately by 
the nonlinear Schrodinger equation. This equation is completely integrable 
[1] and solitons exist in certain cases. Since solitons can propagate with­
out dispersion, it has been proposed that they be used as information bits 
in long-distance optical communication systems. But, a single-mode optical 
fiber is not really single mode. It is actually bimodal due to the presence of 
birefringence. Birefringence tends to split a pulse into two pulses in the two 
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128 Jianke Yang 

polarization directions. but nonlinear effects can trap them together against 
splitting. Menyuk [2] showed that the two polarization components in a bire­
fringent optical fiber arc governed by two coupled nonlinear Schrodinger-type 
equations. In the case of high birefringence, the difference in the two phase 
velocities has no overall effect on the average. The equations can be read­
ily converted into two coupled nonlinear Schrodinger equations, which have 
been extensively studied [3-6]. It was found that for the Kerr nonlinearity, 
vector solitons of arbitrary polarizations that can propagate without distor­
tion exist. These vector solitons can undergo internal oscillations if they are 
disturbed. In the low birefringence case, the difference in the group veloc­
ities can be ignored, but the difference in the phase velocities should still 
be taken into account. It was found that only very special vector solitons 
can be stable [7, 81. In general, energy injected into one polarization com­
ponent can switch to the other, and nondispersive, energy-sharing pulses are 
formed [7, 9]. These pulses can also travel over long distances, but their 
shapes change periodically. Currcntly, for these energy-sharing pulses, some 
numerical results are available, but little analytical investigation has been 
made. 

In this paper, the pulse propagation in weakly birefringent nonlinear opti­
cal fibers is studied mainly by analytical methods. The relevant equations are 
[2, 91 

iA/ + Axx + KB + (AA* + f3BB*)A = 0, (l.1a) 

iBt + Bxx + KA + (BB* + f3AA*)B = 0, (1.1 b) 

where A and B are linearly related to the slowly varying wave envelopes of 
the two polarization components, and the roles of x and t have been switched 
for convenience. K and f3 are real-valued coefficients. For Kerr nonlinear­
ity, f3 = 2. But f3 can take other values depending on the nature of the 
anisotropy. When K = 0, (1.1) hecomes the coupled nonlinear Schrodinger 
equations, which have heen studied before. In this article, K and f3 are ar­
hitrary parameters, but it is assumed that K =I=- O. The system (1.1) in gen­
eral is not completely integrable, so we focus on its coherent structures such 
as vector solitons and, in particular. localized oscillating structures. Vector 
solitons are determined numerically for the most part, while localized oscil­
lating structures are determined analytically by perturbation methods. The 
knowledge of these coherent structures hopefully will shed light on the pulse 
propagation and the design of such communication systems. 

It should be noted that Eqs. (1.1) arise in other situations as well. For in­
stance, the coupling between two waveguide modes in a directional coupler 
is governed by (1.1) with f3 = O. In this case, soliton switching and prop­
agation has been studied by Chu et al. [10] using the variational principle 
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method. They assumed that the solutions take a particular ansatz. Inserting 
it into the Lagrangian density, they obtained the ordinary differential equa­
tions for the evolution of the parameters in the assumed ansatz. They found 
good agreement between their analytical results and numerical ones. But 
their assumption of the solution profile is a little artificial and could not be 
justified in general. In the present paper, the full solution dynamics for soli­
ton switching is determined by perturbation methods. These results provide 
much insight into the dynamics of the solution structures. They may also be 
used to rationalize the solution profiles assumed by Chu et al. in their vari­
ational principle approach. The trade-off is that these perturbation solutions 
are valid only when f3 and K are near some special values. Nonetheless, they 
are very helpful in the understanding of the pulse propagation in the weakly 
birefringent nonlinear optical fibers. 

2. Vector solitons (permanent waves) 

It is well known that vector solitons of the form 

(2.1a) 

(2.1b) 

exist in Eqs. (1.1), where ~ = x-Ut and r1 (~), r2(~) are real-valued functions. 
After a scaling of variables 

_ K 
K= -, 

W 

and the bars dropped, rl and r2 are found to satisfy 

(2.2) 

(2.3a) 

(2.3b) 

For rl and r2 to exponentially decay as I ~ I -+ 00, it is necessary that -1 < 
K < 1. Some special solutions can be readily obtained. For instance, 

t(1- K) r.-r1 = r2 = sech v 1 - K ~ 
1+f3 

(2.4) 

and 

2(1+K) ~ 
1 sech v' 1 + K ~ 

+f3 
(2.5) 
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are solutions of (2.3). When K is small, assume that rl = 0(1) and r2 = O(K); 
then 

If we take 

r1::::::./2 sech~, 

then r2 is determined approximately by 

r2tt + (2,8 sech2 ~ - 1)rz :::::: -./2 K sech f 

(2.6) 

(2.7) 

(2.8) 

A unique localized r2 solution always exists if ,8 =1= 1. For instance, when 
,8 = 0, 

.Ji [00 
r2:::::: TK 10 {sech(u +~) + sech(u - ~)}e-U duo (2.9) 

When ,8 = 1.5, the solution of the equation (2.8) is numerically determined 
and plotted in Figure 4. The general solutions of (2.3) can be effectively 
determined numerically. Note that a variable transform 

1 1 
II = 2(r1 + r2), 12 = 2(rl - r2) (2.10) 

reduces Eqs. (2.3) to the form 

( 2 3 -,8 2) 
11tt-(1-K)/l+(,8+1) 11+ 1 +,8/2/1=0, 

)( 2 3 -,8 2) f2~~-(1+K)/2+(,8+1 12+--/1/2=0. 
1+,8 

(2.11a) 

(2.11b) 

Numerical solutions of (2.11) can be found in [3, 6, 8]. In general, the number 
of solutions is infinite for any fixed values of K and ,8. 

The stability of these vector solitons has been investigated by Wright et al. 
[7] and Akhmediev et al. [8]. Wright et al. showed that the special solutions 
(2.4) and (2.5) are stable when K and ,8 are in the stability region specified in 
their paper. Akhmediev et al.'s results suggest that vector solitons other than 
(2.4) and (2.5) are all unstable. The vector solitons (2.4) and (2.5) require 
A and B to have the same phase and amplitude and are very special. Thus, 
for an arbitrary initial condition, the end state of the solution, in general, 
can rarely be such vector solitons but, rather, some other coherent structures 
which we study in the next section. 

It should be noted that even though most vector solitons (2.1) are unstable, 
if their instability growth rates are small, they can still travel for a long time 
without distortion. For instance, when K « 1, the special vector soliton (2.7), 
(2.8) has a very small instability growth rate. So it can sustain for a long time, 
which is confirmed by Wright et al.'s numerical results. 
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3. Localized oscillating structures 

A different kind of coherent structure, namely localized oscillating structure, 
is more important in the system (1.1). As has been indicated in the last 
section, only very special vector solitons can be stable. Most vector solitons 
are unstable. They usually disintegrate and evolve into localized oscillating 
structures. This has been confirmed by the numerical results in [7, 9, 10]. 

Little has been known about these localized oscillating structures except 
some numerical evidence. When f3 = 0, Chu et al. [10] studied such struc­
tures using the variational principle method. Although their results shed some 
light on the energy-switching properties of these oscillating solutions, their 
assumption on the profile of these solutions is artificial and cannot be justi­
fied. The functional forms and dynamics of evolution of these structures are 
still not clear. 

In this section we identify three such structures and determine their func­
tional forms and evolution by perturbation methods. These results enable us 
to penetrate into such structures and enhance our understanding of them. 

3.1. Oscillating structures with one dominant frequency 

When K is small and f3 close to 1, oscillating structures can be constructed 
perturbatively as follows. Suppose K = Ek and f3 = 1 + Eb, where E « 1 and 
k, b = 0(1). Then Eqs. (1.1) can be reorganized as 

iAI + Axx + (AA* + BB*)A = -E(kB + bBB* A), 

iBI + Bxx + (BB* + AA*)B = -E(kA + bAA* B). 

When E = 0, 

A(x, t) = 0/1 sechxeit
, B(x, t) = 0/2 sechxeit 

(3.1a) 

(3.1b) 

(3.2) 

are vector soliton solutions of (3.1), where 0/1 and 0/2 are complex constants 
and /<PI/2+/<P2/2 = 2. When E is nonzero but small, solutions can be expanded 
as perturbation series 

A = e il
{ <P1(T) sechx + EA1 (x, T, E) + ... }, (3.3a) 

B = eil
{ <PiT) sechx + EBI (x, T, E) + ... }, (3.3b) 

where T = Et is the slow-time scale. Note that these solutions have one 
dominant frequency 1. 

At order 1, it is found that 

(3.4) 
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which is expected. At order fE, 

where 

A 1xx - Al + {(21<p112 + 1<P212)Al + <piA7 

+ <PI <PiBI + <PI <p2Ba sech2 x = F1, (3.5a) 

B1xx - Bl + {(21<p212 + 1<P112)Bl + <p~B; 
+ <p2<P7Al + <Pl<PzAasechZ x = F2, (3.5b) 

(3.6a) 

(3.6b) 

Note that the homogeneous equations of (3.5) have four localized solutions 

(i<Pl sech x, 0), 

(<p2sechx, -<PI sechx), (<PI sechxtanhx, <P2 sech x tanh x). 

For (3.5) to have a localized solution for Al and B1, the compatibility condi­
tions need to be satisfied. These conditions are 

i: (<PI Fl - <p7 Ft) sech xdx = 0, 

i: (<P2F2 - o/2.FD sech xdx = 0, 

i: (<P2Fl + <piF: - o/\F2 - <p7F{)sechxdx = 0, 

i: (o/IF\ + <p";F: + o/2F2 + <piF{) sechx tanhxdx = 0. 

(3.7a) 

(3.7b) 

(3.7c) 

(3.7d) 

The condition (3.7d) is satisfied automatically because the functions Fl and 
F2 are even. When (3.6a) and (3.6b) are substituted into (3.7a), (3.7b), and 
(3.7c), the compatibility conditions are reduced to 

Im{ <PI (i<PIT + k<P2 + ~blo/212<pl)} = 0, 

Im{ <P2(i<P2T + k<Pl + ~bl<P112<p2)} = 0, 

(3.8a) 

(3.8b) 
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Re{ eP2(ieP IT + keP2 + ~bleP212ePl)} 

= Re{ ePI (ieP2T + kePI + ~blePI12eP2) }. (3.8c) 

It is easy to show that Eqs. (3.8a), (3.8b), and (3.8c), together with (3.4), are 
equivalent to the two equations 

. 2 2 
lePIT + keP2 + 3bleP21 ePI = 0, (3.9a) 

ieP2T + kePI + ~blePl12eP2 = 0, (3.9b) 

which completely determine the slow-time evolution of the complex ampli­
tudes ePI(T) and eP2(T). When ePl and eP2 satisfy Eqs. (3.9), localized so­
lutions Al and BI of the inhomogeneous equations (3.5) exist and can be 
determined straightforwardly. Higher-order terms in the expansion (3.3) and 
higher-order corrections to ePl and eP2 can be obtained by carrying out the 
above multiple-scale analysis to higher orders. 

Equations (3.9) can be solved exactly in terms of the Jacobian elliptic 
functions. Write 

(3.10) 

where '1' '2 are nonnegative and °1, O2 real. Equations (3.9) now become a 
system of four real-valued equations 

2 2 
'IOIT = k'2COS(02 - ( 1) + 3b'2'1, 

2 2 
'2 02T = k'l cos( O2 - ( 1) + 3b'I '2· 

Equations (3.11) have a first integral 

2 2 2 
'1 + '2 = 

(3.11a) 

(3.11b) 

(3.11c) 

(3.11d) 

(3.12) 

in view of Eq. (3.4). A little algebra reveals that they also have another first 
integral 

'1'2 {k cos( O2 - ( 1) + ~b'I'2} = constant == L. (3.13) 
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Let f = rf - 1. By making use of these two first integrals, it can be shown 
that f satisfies the equation 

(3.14) 

where 

(3.15) 

(> 0). (3.16) 

The solution f is a periodic function and can be expressed in terms of the 
Jacobian elliptic functions. The exact forms of f and rf depend on the sign 
of y. Suppose the initial condition for rl is r1 = rIO at T = To. 

1. When y > 0, the solution rf is 

(3.17) 

where C1 = cn-1{(rfo -1)/w, m}, m2 = w2/(y + ( 2), and m > O. The sign 
+ or - depends on the initial condition ()2 - ()l and can be easily determined 
from Eq. (3.l1a). 

2. When y < 0, the solution is 

(3.18) 

where C2 = sn-I(J{w2 - (rfo - 1)2}/(w2 + y), m), m2 = (w2 + y)/w2, 
and the signs + or - depend on the initial conditions and can be easily 
determined. 

After rl has been found, ri can be easily obtained from Eq. (3.12). 
For demonstration purposes, let us consider a special initial condition of 

Eqs. (3.9), <PI (0) = .J2 and <P2(0) = 0, i.e., rl (0) = .J2, ()l (0) = 0, r2(0) = 0, 
and ()2(0) = o. In this case, 

L=O, 
9k2 

Y = b2 - 1, (3.19) 
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1. If 13k/bl > 1, then 'Y> 0 and m2 = b2 /9k 2
. The solutions are 

rl =1+cn(2IklT, I:kl). 

ri = 1 - cn( 21klT, I :k I). 

135 

(3.20a) 

(3.20b) 

The graphs of rl and ri are illustrated in Figure 1a with k = 1 and b = 2. 
It is observed that in this case, the energy is fully transferred from the A 
component to the B component, then it switches back to the A component. 
This process continues indefinitely. Equations (3.20) also show that when Ikl 
gets smaller, the period of the amplitude oscillation will get larger. 

2. If 13k/bl < 1, then 'Y < 0, m2 = 9k2/b2• Now the solutions are 

rl = 1 + 1 - -sn2 -lblT. 9k
2 (2 j3

b
kl), 

b2 3 ' 
(3.21a) 

ri = 1- (3.21b) 

Their graphs are illustrated in Figure 1b with k = 0.5 and b = 2. Note that 
in this case, only part of the energy in the A component is transferred to the 
B component. At any time the A component retains more energy than the 
other. Equations (3.21) also indicate that when Ikl decreases, the amount 
of energy transferred from the A to the B component is correspondingly 
reduced. But, the period of the amplitude oscillation becomes smaller, which 
is just the opposite of what happens in the case where 13k/bl > 1. 

2.5,....-----~------, 2.5,....------------, 

r~ rI 
2 

1.5 

0.5 r2 
2 , , ,- ..... , ,-, , , , 

I' " , , , , , 
0 

, , ' , 

5 T 0 5 T 
(a) (b) 

Figure 1. (a) r? and ri solutions (3.20) for k = 1 and b = 2. (b) r? and ri solutions (3.21) for 
k = 0.5 and b = 2. 
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The above analytical results can be readily confirmed by numerically inte­
grating equations (1.1) with K small and f3 close to 1. For easy comparison 
with the results (3.20) and (3.21), we choose the initial condition as 

A(x, 0) = .J2 sech x, B(x, 0) = O. (3.22) 

1. When K = 0.1 and f3 = 0.8, numerical solutions of IA(x, t)1 and 
IB(x, t)1 are graphed in Figures 2a and 2b. They are localized, oscillating 
structures with energy fully switching between the two components. This is 
expected from the above analytical results. IA(O, t)12 and IB(O, t)12 are pre­
dicted from (3.20) to be 

rf = 1 + cn (0.2t, ~), 

ri = 1 - cn( 0.2t, ~). 

(3.23a) 

(3.23b) 

3r-------~--------~__, 3r-------~----------~ 

2.5 

2 

numerical -- analytical 

50 
(c) 

100 

2.5 numerical - analytical 

50 
(d) 

100 

Figure 2. Numerical solutions of Eqs. (1.1) with K = 0.1 and f3 = 0.8. (a) IA(x, t)1 evolution; 
(b) IB(x, t)1 evolution; (c) IA(O, t)12 compared with the perturbative approximation (3.23a); 
(d) IB(O, t)12 compared with the perturbative approximation (3.23b). 
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A comparison between (3.23) and the numerically obtained amplitudes 
IA(O, tW and IB(O, t)12 is shown in Figures 2c and 2d. There is good agree­
ment between them. 

2. When K = 0.05 and f3 = 0.8, numerical solutions of IA(x, t)1 and 
IB(x, t)1 are graphed in Figures 3a and 3b. Note that only part of the energy 
in the A component is transferred to the B component, which is expected. 
The predicted values for IA(O, t)lZ and IB(O, t)lZ are 

rf = 1 + 1 _ ~sn2(004 t 3) 
16 3' 4 ' (3.24a) 

ri = 1- 9 2(004 3) 
1 - 16 sn "3 t, 4 . (3.24b) 

A comparison between (3.24) and the numerically obtained amplitudes 
IA(O, t)lZ and IB(O, t)12 is shown in Figures 3c and 3d. It is observed that 
solutions (3.24) correctly capture the qualitative features of IA(O, t)lZ and 

'OIl 

(b) '" . 
2.5 2.5 

2 
, , 

1.5 

_ numerical _ numerical 
-- analytical -- analytical 

0.5 0.5 

0 
0 50 100 50 100 

(c) (d) 

Figure 3. Numerical solutions of Eqs. (1.1) with K = 0.05 and f3 = 0.8. (a) IA(x, t)1 evolution; 
(b) IB(x, t)1 evolution; (c) IA(O, tW compared with the perturbative approximation (3.241a); 
(d) IB(O, tW compared with the perturbative approximation (3.241b). 
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IB(O, t W, although the quantitative agreement is not satisfactory. If K is 
smaller and {3 closer to 1, the quantitative agreement will be better. 

3.2. Weakly oscillating structures 

Another type of oscillating structure arises when K is small and {3 is positive, 
but not close to 1. In these structures, the amplitudes of the A and B com­
ponents are very different. The amplitude of the bigger component is hardly 
oscillating, while that of the smaller component is strongly oscillating. We 
call such structures weakly oscillating structures. 

Suppose K = t: « 1. Then Eqs. (1.1) can be rewritten as 

iA/ + Axx + (AA* + {3BB*)A = -t:B, 

iB/ + Bxx + (BB* + (3AA*)B = -t:A. 

(3.25a) 

(3.25b) 

We seek weakly oscillating structures that have the following perturbation 
expansion 

At order 1, 

A(x, t) = Ao(x, t) + t:2 A 2(x, t) + t:4 A 4(x, t) + ... , 

B(x, t) = t:B1(x, t) + E3Bix, t) + .... 

iAo/ + Aoxx + A6Ao = O. 

For simplicity, we choose 

Ao = -J2 sech xe i
/ • 

At order to, it is found that 

iBlt + B1xx + 2{3 sech2 XB1 = --J2 sech xe i
/. 

We can write the solution BI as 

(3.26a) 

(3.26b) 

(3.27) 

(3.28) 

(3.29) 

(3.30) 

where C) is a complex constant, <p(x )e iw / is a homogeneous solution, ",(x )eit 

is a nonhomogeneous solution, and w is a parameter to be determined so 
that <p( x) is a localized function. We also require that the functions <p( x) 
and ",(x) are real valued. It is easy to show that <p(x) and ",(x) satisfy the 
equations 

<Pxx + (2{3 sech2 x - w)<p = 0, 

"'xx + (2{3sech2 x-I)'" = --J2sechx. 

(3.31) 

(3.32) 
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Equation (3.31) can be solved analytically [3]. It may have more than one 
localized solution for cfJ(x) depending on the value of f3. For simplicity, we 
choose the lowest-mode solution 

cfJ(x) = sechs x, (3.33) 

where s = (J1 + 8f3 - 1)/2. Another reason for this choice is that higher­
mode solutions cfJ(x) tend to make (3.26) unstable and lead to its disintegra­
tion. When f3 =I=- 1, Eq. (3.32) always has a unique localized and symmetric 
solution ",(x). This solution can be readily determined numerically if f3 is 
specified. For instance, when f3 = 1.5, ",(x) is plotted in Figure 4. 

It now becomes clear that for the solutions (3.26), to the leading order, 
the amplitude of the A component IA(x, t)1 ~ J2sechx remains unchanged 
with time. On the other hand, the amplitude of the B component is 

(3.34) 

which changes periodically with time. The period is 21T/lw - 11- If f3 = 1.5, 
then s = (.J13 -1)/2 ~ 1.30, w = S2 ~ 1.70, cfJ(x) = sechs x, and cfJ(x) is as 
shown in Figure 4. For the choice CI = 2, the evolution of ICI cfJ(x)ei(w-I)t + 
",(x)1 is illustrated in Figure 5. 

The weakly oscillating structures (3.26) often appear in the system (1.1) 
when K is small, f3 > 0 but not close to 1, and initially the amplitudes of A 
and B are very different. For instance, when K = 0.1, f3 = 1.5, and initially 
A(x,O) = J2 sech x, B(x, 0) = 0, the numerical solutions of Eqs. (1.1) are 
shown in Figures 6a and 6b. It can be observed that IA(x, t)1 is much larger 
than IB(x, tl and is hardly oscillating, while IB(x, t)1 is strongly oscillating. 
The oscillation period of IB(x, t)1 is about 9.5, which can be compared to 
the analytically predicted value 21T/lw - 11 ~ 9.0 (to the leading order). 
Figure 6c plots the amplitudes IA(O, t)1 and IB(O, t)1 against time. Figure 6d 

1 

0 

-1 

-2 V 

-3 
-20 -10 0 10 20 

Figure 4. The solution o/(x) of Eq. (3.32) for f3 = 1.5. 
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so 

20 0 

Figure 5. Evolution of Io/(x) + C1<P(x)ei(w-l)tl for {3 = 1.5 and C1 = 2. 

plots the temporal spectra of A(O, t) and B(O, t). It can be observed that 
A(O, t) has a dominant frequency that is about 1.06, and B(O, t) has two 
dominant frequencies that are around 1.06 and 1.72. These results agree well 
with the perturbation results presented above. 

The higher-order terms in the perturbation series (3.26) contain further 
important information about these weakly oscillating structures. At order €2, 

Spectra of A(O, t) and 8(0, t) 
2 r-----~--------------~ 1.5 r---------~----------~ 

abs(A(O, t)) 
1.51--_____________ _ 

abs(B(O, t)) 0.5 
0.5 " , -, " ,', '-, . , , ' , . , , . , , . ' . . . • , . . . , .. . , . , ..JJ::-" ' . . " '. ., .. 

" '. 
0 v v 0 

0 20 40 60 -1 0 1 2 3 
(c) (d) 

Figure 6. Numerical solutions of Eqs. (1.1) with K = 0.1 and {3 = 1.5. (a) IA(x, t)1 evolution; 
(b) IB(x, t)1 evolution; (c) IA(O, t)1 and IB(O, t)l; (d) temporal spectra of A(O, t) (-) and 
B(O,t) (---). 
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denoting A 2(x, t) = ei1a2(x, t), it is found that a2 is governed by the equation 

ia21 + a2xx - a2 + 4 sech2 xa2 + 2 sech2 xa; 

where 

= wo(x) + C1wl(x)ei(w-l)1 + Ctwz(x)e-i(w-l)l, 

wo(x) = -I/J(x) - .J2,B(ICl I2 cf>2 + I/J2)sechx, 

Wl(X) = -cf>(1 + .J2,BI/J sechx), 

wz(x) = -.J2,Bcf>I/J sech x 

are real-valued functions. The solution a2 can be written as 

a2(x, t) = uo(x) + C1ul(x)ei(w-l)1 + Ctu2(x)e-i(w-l)l, 

where uo(x), Ul (x), uz(x) are real-valued functions and satisfy 

U2xx - (2 - W)U2 + 4 sech2 xu2 + 2 sech2 XUl = W2' 

Uo has a localized solution, since the compatibility condition 

Loo 

Wo(x) sechx tanh x dx = 0 

(3.35) 

(3.36a) 

(3.36b) 

(3.36c) 

(3.37) 

(3.38) 

(3.39a) 

(3.39b) 

(3.40) 

is satisfied. The determination of Uo is straightforward. Ul and U2'S behaviors 
are different and need further investigation. 

First we discuss the case w > 2, i.e., f3 > 1 + -12/2 ;;::::; 1.7071. When w > 2, 
the homogeneous equations of (3.39) have two linearly independent solutions 
that are bounded at infinity: one is symmetric and denoted as (U~~, u~~), and 
the other one is antisymmetric and denoted as (u~~, u~~). At infinity, u~~ 
and u~~ exponentially decay, but u~~ and u~~ are oscillatory. The asymptotic 
behaviors of these two homogeneous solutions are 

ui~ ----+ C2 sgn( x ) sin J W - 2 x + C3 cos J W - 2 x, 

u(a) ----+ d sgn(x)e-v'Wlxl Ih 1 , 

x ----+ 00, 

x ----+ 00, 

x ----+ 00, 

x ----+ 00. 

(3.41a) 

(3.41b) 

(3.42a) 

(3.42b) 
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If these solutions are normalized by the conditions 

CI > 0, 2 2 1 c2 + c3 = , (3.43a) 

d l > 0, di + d~ = 1, (3.43b) 

then they will be unique. The normalized solutions are denoted as (u~~, ui~) 
and (u~~, ui~). They can be effectively determined by numerical methods. 
A localized solution (UI' U2) for the inhomogeneous equations (3.39) exists 
only if the compatibility conditions 

(3.44a) 

(3.44b) 

are satisfied. In the present case, WI and W2 are symmetric functions, so con­
dition (3.44b) is automatically satisfied. But condition (3.44a), in general, is 
not. This indicates that any (Ul' U2) solution of Eqs. (3.39), which is bounded 
at infinity, is such that Ul is localized, but U2 has an oscillating tail at infin­
ity with wavenumbers ±J w - 2. We can further determine the amplitude of 
this infinite oscillating tail. Let us consider a symmetric solution (u~S), uiS» of 
Eqs. (3.39). Suppose its asymptotic behavior at infinity is 

x ---+ 00, (3.45a) 

uiS) ---+ h2 sgn(x)sinJw - 2x + h3 cos Jw - 2x, x ---+ 00. (3.45b) 

By adding a suitable symmetric homogeneous solution (u~~, ui~) to (u~s), 
u~s», we can make h3 = O. Then a little algebra shows that i: (WI u~~ + W2U~~) dx = 2J w - 2 C3h2' (3.46) 

by which the amplitude of the oscillating tail h2 can be determined. It should 
be noted that this infinite oscillating tail cannot be suppressed by introducing 
multiple temporal and spatial scales in the expansion (3.26). Rather, it is an 
integral part in this perturbation solution. 

Next we apply the above general results to a special case f3 = 2. In this 
case, w = (JI7 - 1)2/ 4 ~ 2.4384. The normalized homogeneous solutions 
(u~~, ui~) and (u~~, ui~) are numerically determined and plotted in Figure 7. 
The coefficients ci ' di (i = 1,2,3) in their asymptotic behaviors at infinity 
(3.41) and (3.42) are found to be 

CI = 0.0043, 

d1 = 0.0014, 

C2 = -0.9207, C3 = 0.3904, 

d2 = 0.3904, d3 = 0.9207. 

(3.47a) 

(3.47b) 
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Figure 7. The two normalized homogeneous solutions of Eqs. (3.39). (a) The symmetric so-
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The function cp(x) is equal to sechs x, where s = em - 1)/2 ~ 1.5616, and 
"'( x) is numerically determined and plotted in Figure 8. The corresponding 
functions Wl(X) and wix), as determined by (3.36), are plotted in Figure 9. 
It is found numerically that 

(3.48) 

which indicates that any solution (Ul' U2) of Eqs. (3.39) is not localized. 
Rather, U2 has an oscillating tail at infinity. For a symmetric solution 
(u~S) , uiS) whose asymptotic behavior is given by (3.45), if h3 = 0, then the 
size Of the oscillating tail h2 is determined by (3.46) to be h2 = -3.1531. 

When 0 < w < 2, i.e., 0 < f3 < 1 + v'2/2 ~ 1.7071, there are no homo­
geneous solutions of equations (3.39), which are bounded at infinity unless 
w = 1, i.e., f3 = 1. In the current assumption, f3 is not close to 1. So a unique 
localized solution (Uj, U2) of Eqs. (3.39) exists. This indicates that a localized 
solution for A2(X, t) can be successfully constructed. But some more calcu-
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Figure 8. The solution ",(x) of Eq. (3.32) for f3 = 2. 
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Figure 9. w\(x) and wz(x) (as given by (3.36» for (3 = 2. 

lations quickly reveal that oscillating tails arise in higher-order terms in the 
perturbation expansion (3.26). 

The appearance of infinite oscillating tails in the solution (3.26) shows that 
(3.26) is not a strictly localized solution of Eqs. (3.25). It indicates that the 
localized weakly oscillating structure 

A = Ao = J2sechxe it
, (3.49a) 

(3.49b) 

in Eqs. (3.25) will develop infinite oscillating tails and transfer energy into 
them. This leads to the energy dissipation of this structure. If € is small, then 
the oscillating tails are very small in size, which implies that the dissipation of 
energy in (3.49) is very weak. So this localized structure can remain localized 
for a long time, just as in Figure 6. Nonetheless, it is unstable and steadily 
loses its energy. It is not clear now whether this structure will lose all its 
energy and eventually disappear or will slowly readjust its shape, shedding 
off part of its energy, and reach a stable vector soliton or localized oscillating 
state. This question will be considered elsewhere. 

The reason infinite oscillating tails appear in the perturbation expansion 
(3.26) is clear from the above analysis. Generally speaking, it is due to non­
linearity in the underlying wave equations and the involvement of more than 
one dominant frequency in the solutions. There is reason to suggest that in 
other similar situations, these tails will arise in a similar fashion. One example 
is given in the next subsection. 

The infinite oscillating tails in the perturbed KdV equation bear some 
resemblance to those in the solution (3.26) for the perturbed equations (3.25) 
[11, 12]. But, some differences need to be pointed out. In the former case, 
the tails are very short waves and their amplitudes exponentially small; while 
in the latter, the tails are not short waves and their amplitudes are only 
algebraically small. In the former case, the oscillating tails are anticipated 
from the equation's linear dispersion relation, while they are not in the latter. 
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3.3. Oscillating structures with two dominant frequencies 

When {3 is close to 1 but K not small, oscillating structures with two dominant 
frequencies exist. Suppose {3 = 1 + Eb; then Eqs. (1.1) can be reorganized as 

iA t + Axx + KB + (AA* + BB*)A = -EbBB* A, 

iBt + Bxx + KA + (BB* + AA*)B = -EbAA* B. 

A change of variables 

1. . 
A = _(Ue'Kt + Ve- 1Kt ) 

viz ' 
reduces Eqs. (3.50) to the following form: 

(3.50a) 

(3.50b) 

(3.51) 

iUt + Uxx + (UU* + VV*)U = -~Eb(U2 - V2e-4iKt)U*, (3.52a) 

i~ + v"x + (VV* + UU*)V = -~Eb(V2 - U2e4iKt)V*. (3.52b) 

When E = 0, 

U(x, t) = cf>1 sechxeit
, (3.53) 

are solutions of (3.52), where cf>1 and cf>2 are complex constants and lcf>tl2 + 
1cf>21 2 = 2. When E is nonzero but small, solutions can be expanded as the 
following perturbation series 

U = eit {cf>I(T)sechx + EU1(X, t, T, E) + ... }, 

V = eit {cf>2(T) sech x + EV1(x, t, T, E) + ... }, 

where T = Et is the slow-time scale and 

(3.54a) 

(3.54b) 

(3.55) 

Note that the corresponding A, B solutions have two dominant frequencies 
1 + K and 1- K. 

At order E, 

iUJt + U1xx - U1 + {(21cf>112 + 1cf>21 2)UJ + cf>iUt 

+ cf>1cf>;V1 + cf>1cf>2Vl*}sech
2 x = FI , (3.56a) 

iVlt + Vlxx - Vl + {(21 cf>2 12 + lcf>tl
2
)Vl + cf>~Vl* 

+ cf>2cf>i Ul + cf>l cf>2 Ut} sech2 x = F2, (3.56b) 
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where 

FI = -icfJITsechx - ~bcfJicfJ;sech3 x + ~bcfJ~cfJ;sech3 xe-4iKt
, 

F2 = -icfJ2T sech x - ~bcfJ~cfJ; sech3 x + ~bcfJicfJ; sech3 xe4
;Kt. 

The solutions U1, JI1 can be written as 

U1(x, t) = uo(x) + uI(x)e4
;Kt + u2(x)e-4

;Kt, 

(3.57a) 

(3.5Th) 

(3.58a) 

(3.58b) 

where u;(x), vj(x)(i = 0,1,2) are complex functions. uo, Vo satisfy the equa­
tions 

UOxx - Uo + {(21cfJ112 + IcfJ212)UO + cfJiuij + cfJlcfJ;VO + cfJlcfJ2vO}sech2 x 

= -icfJITsechx - ~bcfJicfJisech3 x, (3.59a) 

vOxx - Vo + {(21cfJ21
2 + IcfJl1

2
)vo + CP~vo + CP2cfJ'iUO + CPlcp2uij}sech2 x 

= -icfJ2T sechx - ~bcfJ~cfJ; sech3 x. (3.59b) 

For (3.59) to have localized solutions for Uo and Vo, compatibility conditions 
similar to those in Section 3.1 conclude that 

The solutions of (3.60) are 

icplT + ~bcfJicfJi = 0, 

icfJ2T + ~bcp~cfJ; = O. 

cfJl(T) = IcfJl(O)lexp{~iblcfJl(OWT}' 

cfJ2(T) = I cfJ2(0) I exp { ~iblcfJiO)12T}. 

(3.60a) 

(3.60b) 

(3.61a) 

(3.61b) 

So the amplitudes IcfJI(T)1 and IcfJiT)1 do not change with time. With cfJI 
and cfJ2 thus given, localized solutions (uo, vo) of Eqs. (3.59) exist and can 
be determined straightforwardly. The functions U;, v;(i = 1,2) satisfy the 
equations 

u1xx - (1 + 4K)Ul + {(21cfJ112 + IcfJ212)UI + cfJiu; 

+ cfJl cfJ;VI + cfJl cp2V;} sech2 x = 0, (3.62a) 
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Vlxx - (1 + 4K)Vl + {(21<p212 + 1<P112)Vl + <P~V~ + <P2<P;Ul 

+ <Pl<P2u;}sech2 x = ~b<pi<p2sech3 x, (3.62b) 

U2xx - (1- 4K)U2 + {(21<p112 + 1<P212)U2 + <piu; + <PI <P;V2 

+ <PI <P2Vr} sech2 x = ~b<P~<P; sech3 x, (3.62c) 

V2xx - (1 - 4K)V2 + {(21<p212 + 1<P112)V2 + <P~V; 
+ <P2 <P; U2 + <PI <P2 ur} sech2 x = O. (3.62d) 

The situation now is similar to that for Eqs. (3.39). When K > 1/4, Eqs. (3.62) 
in general do not have localized solutions. Rather, U2 and V2 have oscillating 
tails at infinity with wavenumbers J4K -1. Similarly, when K < -1/4, Ul and 
VI have oscillating tails at infinity. When IKI < 1/4, oscillating tails do not 
arise at this order, but they appear in the higher-order terms in the expansion 
(3.54). 

The appearance of infinite oscillating tails in the expansion (3.54) indicates 
that (3.54) is not a strictly localized solution of Eqs. (3.52). This implies that 
the two-frequency soliton solutions 

(3.63a) 

B = ~(A.. ei(l+K)1 - <P ei(l-K)I) sechx ../2 '1"1 2 
(3.63b) 

of the undisturbed equations (3.50) (with € = 0), where complex constants 
<PI and <P2 are such that 1<P112 + 1<P212 = 2, are unstable to cross-phase 
modulation perturbations. The solitons (3.63) develop infinite oscillating tails 
and lose their energy. Here again, the appearance of infinite oscillating tails is 
due to nonlinearity in Eqs. (3.50) and two distinct frequencies in the leading 
order solutions (3.63), similar to the case discussed in the last subsection. 

4. Summary 

In the above two sections, both the vector solitons (permanent waves) and 
the oscillating structures in the wave system (1.1) have been studied. Previous 
analytical work has shown that only very special vector solitons are stable. 
Previous numerical work indicates that localized, oscillating structures often 
appear in the solutions. In the present work, focus has been put on these os­
cillating structures. Three types of such structures have been identified. Also, 
their detailed dynamics have been determined analytically using the pertur­
bation techniques. The first type is a localized oscillating structure with a 
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single dominant temporal frequency. They are able to remain localized for 
all times. The second and third types are oscillating structures that have more 
than one dominant frequency. They are not strictly localized since infinite os­
cillating tails are present. These structures, if initially localized, will gradually 
feed energy to the oscillating tails and evolve into some other stable states. 
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